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ABSTRACT

This dissertation studies the optical and magnetic properties of CdSe, including alloys

which incorporate Mn (II) and sulfur. The first chapter explains the theory used to analyze

the data and the properties expected for condensed phase materials at the nanoscale. The

second chapter probes the magnetic and EPR results for Mn doped CdSe under different

synthetic environments. The process of annealing was found to cluster the manganese

resulting in ferromagnetic exchange. The third chapter involves further analysis of Mn doped

CdSe with the possibility of sulfur incorporation from the synthetic strategy employed where

a spin wave was observed due to the ferromagnetic interactions in the sample. The presence

of carriers helps explain reasons for the observation of a spin wave in Mn:CdSSe as observed

in the heat capacity measurements. The fourth chapter is the magneto-absorption study on

the Mn doped CdSSe in comparison to CdSSe. The sulfur incorporation may have affected

the results. The fifth chapter is a study of sulfur incorporation in CdSe and the effects on the

magneto-photoluminescence properties. The techniques employed include a magnetic field

to separate the spin levels and determine which of the states was influenced by the sulfur

incorporation. The sixth chapter involves an exciton temperature dependent study of CdSSe

in a magnetic field.

xii



CHAPTER 1

INTRODUCTION

Nanomaterials have been the focus of technology advancements for many years, as re-

placements of phosphors in solid state lighting, lasers, magnetic probes, and spin related

devices to name a few[1, 2, 3]. Quantum confinement in general opens a degree of freedom

to manipulate the desired electronic properties of a material by systematically tuning

the size. Of particular interest has been the magnetic doping at the nanoscale, which

has been an area of interest ever since the early efforts to dope II-VI semiconductors

[4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18]. II-VI materials are expected to be

paramagnetic or antiferromagnetic, although the presence of carriers can lead to long range

coupling of the manganese and the observation of ferromagnetism. The major impetus for

incorporating paramagnetic donor ions into nanoscale II-VI semiconductors revolves around

the hope of observing large Zeeman splitting of the excitonic transition of the host lattice

induced by the presence of the magnetic donor ions. The physics of donor atom inclusion

into bulk materials is well-studied and the fundamental changes in the magnetic and optical

measurements have been probed for decades[5, 8, 7, 10, 11, 12, 13, 19, 2]. The influence of

quantum confinement on the orbital mixing between the donor atom and band levels is still

an area of intense curiosity[20]. Although controlling the type, location, and concentration of

donor atoms is generally achievable in bulk and by engineered nanomaterials [21], donor atom

inclusion into thermally grown nanocrystals has proven difficult[20, 22, 23, 24, 25, 26, 27, 28].

The major problem has been that donor atom inclusion into CdSe is still a conundrum.

The major reasons are attributed to a combination of lattice self-healing processes during

the high temperature reaction conditions necessary for formation of nanocrystals and to

contributions from differences in the solubility product (Ksp) for the ions of interest [29]. The

problems associated with Ksp, which are well-defined in the crystallization literature[29], have
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been overcome by use of a pre-doped single source precursor. Self-healing on the other hand

is potentially the more significant barrier to doping of thermally grown nanocrystals due to

the presumed exclusion of defect ions as the nanocrystal heals defects that are kinetically

trapped in the rapidly growing material.

The dissertation develops the concept of controlled ion doping of CdSe to produce

nanocrystalline dilute magnetic semiconductor (DMS) materials. The material are analyzed

by a set of optical and magnetic experiments to more fully understand the exchange dynamics

in a size confined system. While the ”particle in a box” picture is effective for undoped

systems, the Coulomb interaction between the electron and the hole, is too simple to use

for doped material. At sizes where exciton Coulombic interactions are significant, there are

also effects on the phonons as a result of the large surface and disorder in the structure

due to donor inclusion. The level of detail pertaining to the interaction that phonons

play in the tuning of the electronic properties help explain some of the abstract results

in both magnetism and electron exchange in these materials. To tackle this problem it is

necessary to understand the intrinsic properties of the host lattice and how the incorporation

of ions, in general, influences the electronic properties. The experiments performed include

electron paramagnetic resonance (EPR), magnetic susceptibility and heat capacity, magneto-

photoluminescence and magnetic circular dichroism. Intentional doping of CdSe nanocrystals

doped with Mn and sulfur were carried out and all measurements are compared to the

undoped system. The effect of induced clustering is analyzed for the Mn doped CdSe where

an annealing step in the synthesis of the nanocrystals is used to observe the effect clustering

of Mn on the magnetic properties (Chapter 2). This is used to explain the spinwave formation

at high concentration of manganese (Chapter 3). Using magnetic circular dichroism one can

see the effect of Mn on the electronic groundstate of CdSe (Chapter 4). Lastly in attempt

to explain the carriers in the heat capacity inclusion of sulfur is analyzed in the magneto-

photoluminescence as a function of magnetic field (Chapter 5) and temperature (Chapter

6). This helps explain the delocalization of the polaron to the confines of the particle’s size,

observed for the first time.

The introduction outlines the theory needed to understand dimensionally confined DMS

systems. This chapter summarizes the optical properties to be expected from a CdSe

semiconductor, the effect on the magnetic properties upon addition of a magnetic ion, and

how quantum confinement plays a role. As a general theme the interplay of the different

2



degrees of freedom between the lattice, the electronic, and magnetic properties are discussed.

The following theoretical summary of the theory used followed several books including

those by Flurry[30], Hammermesh[31], Struve[32], and Kotov[33] for the spectroscopy and

Kittel[34], Aschcroft and Mermin[35], and Gopal[36] for the physical characterization.

1.1 Semiconductors

A simple review of condensed matter physics is important if the physical properties of

nanocrystalline semiconductors are to be understood and more importantly the influence

of doping. The bandgap of a semiconductor originates from the projection of the atomic

orbitals in a periodic lattice as described by the Bloch approximation. The atomic orbitals

are periodic for a set of precise atomic positions. Uncertainty lies only in the momentum

of the crystal. In this study, the wurtzite structure of CdSe is a direct band gap containing

C4
6v symmetry, where the translational symmetry is shown in figure 1.1A. Using the Bravais

lattice one can arrive at the reciprocal lattice for the wurtzite structure. To convert the

Bravais lattice (a, b, c) to the reciprocal lattice one assumes the reciprocal lattice (g1, g2,

g3) vectors are basic vectors of the Bravais lattice. The conversion factor for a hexagonal

case is (g1 = ( 2π
a
√

3
, −2π

a
, 0), g2 = ( 4π

a
√

3
, 0, 0), g3 = (0, 0, 2π

c
)). Using the reciprocal lattice one

can begin to consider the Brillouin zones over which all electronic and magnetic behavior is

described.

As observed in figure 1.1B the Brillouin zone for the hexagonal lattice shows the symmetry

points in k-space (momentum space) with Γ at the point of origin. The symmetry at any

point can be described in terms of the reducible representation or in Koster notation. For

example at the gamma point for a hexagonal lattice the group describing the symmetry is a

G3
12 which generates a set of energy levels defined by their symmetry (Table 1.1). The same

procedure can be carried out to describe the symmetry at any point in the different Brillouin

space zones (M, A, K). The parts of the band structure of major importance are the states

composing the valence and conduction band (Fig 1.2). For CdSe, as an unperturbed wurtzite

structure, the valence and conduction band are composed of Γ6 and Γ1 as observed in figure

1.2.The cross product of these two polarized waves (Γ6 × Γ1) give rise to the unperturbed

wurtzite exciton that has a formal symmetry of a degenerate E state as observed in table

1.1.
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Figure 1.1: A) 4 atom primitive cell of a wurtzite CdSe. B) Symmetry points of the hexagonal
lattice as a function of wavevector k.
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Table 1.1: representation table for a C4
6v

C4
6v R1 R2 R3 R4 R5 R6

c A1 A2 B1 B2 E2 E1

G3
12 Γ1 Γ2 Γ3 Γ4 Γ5 Γ6

G2
4 M1 M2 M3 M4 - -

Table 1.2: C6v symmetry table

C
′
2 3σ

′
v 3σ

′
d E

′
2C

′
6 2C

′
3

C6v E 2C6 2C3 C2 3σv 3σd

A1 1 1 1 1 1 1 1 1 1 z
A2 1 1 1 1 -1 -1 1 1 1
B1 1 -1 1 -1 1 -1 1 -1 1
B2 1 -1 1 -1 -1 1 1 -1 1
E1 2 1 -1 -2 0 0 2 1 -1 (x,y)
E2 2 -1 -1 2 0 0 2 -1 -1

E1/2 2
√

3 1 0 0 0 -2 -
√

3 -1
E3/2 2 0 -2 0 0 0 -2 0 2

E5/2 2 -
√

3 1 0 0 0 -2
√

3 -1
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Figure 1.2: Band diagram of CdSe using a perturbation to the cubic structure to form
degenerate valence band.
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In order to include the spin of the exciton state, one needs to use double group symmetry

to represent the spinor levels in the unit cell. The double group produces degenerate states

by including a rotational component. The rotational constant used depends on the order of

the group elements involved.

In the Cn groups the double group representation is represented in a generalized form as

χ(A) = e
2πilm

g (1.1)

where l is the order of the element and g is the order of operation. The element characters

are then determined by taking the powers of eqn 1.1 (m). The half integers (m) give doubled-

valued representations while the whole integers are single- valued. For a wurtzite structure

the state symmetry follows table 1.2 where the conduction and valence band are composed

of the E1/2 and E3/2, respectively (Table 1.2). The exciton symmetry the cross product

of these two states. This produces a quadruplely degenerate exciton E1+ E2. The second

excitonic transition from the E1/2 × E1/2 transition results in a E1+ A1+ A2 degenerate

state. The crystal field state also results in a E1+ A1+ A2 state as in the second transition.

The exciton levels can couple to phonons of the same symmetry as long as they lie in the

same geometrical axis. The splitting of the different energy levels is influenced primarily by

changes in the symmetry of the atoms, but at the nanoscale this is an important parameter

that complicates the observed optical and magnetic behavior.

1.2 Optical properties

The optical properties of CdSe can be explained using the symmetry operators generated in

section 1.1. In a nanocrystalline semiconductor the absorption of an electron generates

an exciton which is describable by the hydrogenic model. Changes in the symmetry

due to non-spheroidal shape, surface atoms, and presence of dopant ions complicate the

energy level model. To understand the nature of the optical properties (absorption and

photoluminescence) the limiting conditions need to be described. Two types of excitons

can be described, the Wannier and the Frohlich excitons. These form the basis for

describing exciton projection in a semiconductor lattice and will be useful in interpretation

of nanocrystalline CdSe photophysics.

7



1.2.1 Wannier

A Wannier (free) exciton can be described as a hydrogen atom where the ionization energy

is dependent on the effective mass of the electron and hole, as well as the exciton binding

energy, defined by the Coulomb interaction between the electron and hole pair. For the

electron and hole to have the same momentum, they must move at different velocities and

hence differences in the curvature of the bands, in other words to stay together in the crystal

their translational velocities must be the same. This restricts the range over which the

exciton can exist in addition to the electron-electron and hole-hole interactions which also

restrict the exciton translational range. In effect using the hydrogen model, the exciton

radius is the size of the material bohr radius (CdSe = 5.0 nm).

Using quantum mechanics, the particle in a box, and the free electron approximation the

unperturbed time-independent Schrodinger equation follows(−~2

2m

)
∇2ψ = Eψ (1.2)

where the generalized wavefunction is

ψ(x, y, z) = A(coskx + cosky + coskz) + B(sinkx + sinky + sinkz) (1.3)

with the initial boundary conditions that the electron is confined to the box (ψ(0, 0, 0) = 0).

The trial wavefunction must also be zero at the boundary conditions such that kx,y,z = 2πn/L

where L is the size of the box. The normalization constant can be determined when

calculating the probability of the electron being inside the box. The resulting energy is

equal to

E =
~2(k2

x + k2
y + k2

z)

2m
(1.4)

where the energy is based on the atomic lattice positions in momentum space notation(kx,y,z).

The momentum is then equal to the wavevector if Planck’s constant is included (p=~(kx,

ky, kz)). Just like a particle in a box the exciton states can also be labeled as s, p, and d

exciton states. A free exciton is also weakened by internal fields that can exceed the exciton

Coulombic interaction (binding energy) resulting in the destruction of the exciton.

1.2.2 Frohlich

The Frohlich exciton is a phonon coupled to an exciton that produces a change in the electron-

hole effective mass. This effect can lead to a self trapping as a result of the formation of

8



the polaron where the electron- phonon coupling strength can be measured. In this case an

electron coupling to a lattice phonon can produce a pathway for fast recombination. For

a polar semiconductor, the coupling occurs between the LO (Longitudinal Optical) modes

and the exciton states with the same symmetry. Contributions from the transverse (TO) or

acoustic modes typically have no contribution.

Phonon contributions play a role in semiconductor recombination producing a nonradia-

tive pathway or state mixing. The use of a virtual state allows the el-ph interaction to be

described by separating the individual interactions. The use of creation and annihilation

operators simplifies the explanation for the formation of the instantaneous dipole moment

in the electron-field interaction. For a single electron transition using the weak electric

field approximation, the instantaneous moment gives rise to an absorption. In the case

of the phonon a harmonic oscillation is assumed to describe the phonons. The result is a

hamiltonian that involves the electron-field interaction and the phonon-field interaction. To

explain the interactions that give rise to the el-ph coupling it is necessary to explain the

Hamiltonian that describes the system

H = He + Hel−ph + Hp (1.5)

where the Hamiltonian is composed of the electron interaction (He), the electron-phonon

interaction (Hel−ph), and the lattice phonon (Hp). Hel−ph is assumed to be non-zero when

the electron and phonon are in the same space and time to transfer their momentum. It

assumes that the time independent Schrödinger equation cannot treat the system correctly

and requires the wavefunction to be time dependent in order to allow enough time for the

movement of the lattice to influence the electronic properties.

Quantum mechanically, the electron Hamiltonian describes the excitonic transition by

promoting an electron from the groundstate into the excited state (m → n). The phonon

Hamiltonian involves the motion of the atoms as phonons where the absorption of a phonon

is similar to that of an electron (g → h). The electron- phonon interaction involves a

combination of both the electron and phonon at the same space and time to produce an

absorption that produces a phonon absorption. The electron having lost energy absorbed

by the phonon then is capable of emitting radiatively by exciton recombination. In the

next section we describe the single electron transition as an optical absorption but for the

mean time the only important part is the transition matrix and how it involves the phonon

9



contribution. In the single electron transition matrix, we involve an intermediate excited

state that involves the electron phonon interaction

Wmn =
< n|H|g >< g|H|h >< h|H|m >

(Eg − Em)(Eh − Em)
(1.6)

where the absorption from state m to h involves the interaction of light with the semicon-

ductor dipole producing a virtual (absorpton of a phonon) which then relaxes into an excited

phonon state. Mathematically, using a harmonic oscillator to explain the polarization in the

absence of an electric field, one can write

P̈ (R) + ω2P (R) = 0 (1.7)

where P(R) is the polarization of the lattice. The solutions include a generalized P(R)

(P (R) = A1e
ωR + A2e

−ωR) solution that is dependent on the frequency (ω) of the lattice

vibration. When the electron interaction is added to the polarization of the lattice, the

polarization of the system can be solved using an inhomogeneous differential equation that

places the vibrations in the same space as the electronic polarization.

P̈ (R) + ω2P (R) =
1

4π

(
1

ε∞
− 1

ε

)
D(R) (1.8)

where D(R) is the electric displacement in the material and ε and ε∞ are the static and

high frequency dielectric constants, respectively allowing one to determine the instance

when there is an interaction present to give rise to the electron-phonon interaction. The

energy of the phonon involved will be evident in the temperature dependent absorption

and photoluminescence. The expectation is to have the lowest LO phonon be the main

contributor to the el-ph coupling. Using an el-ph coupling constant of 0.1 which is predicted

for CdSe[37], the temperature dependence can be simulated for the different LO phonon

energies (1.3) using a correction to the band-gap that involves the phonon contribution

E(T ) = Eo − αhω(Coth[hω/kBT ]− 1/(hω/kBT )) (1.9)

where ω is the frequency of the phonon and α is the electron phonon coupling constant

related to the polaron size by the expression

α = (
1

ε∞
− 1

ε0

)
e2

2r2
p

1

~ωL

(1.10)

where ε∞ and ε0 are the high and low frequency dielectric constants, e is the charge of an

electron, rp is the polaron radii, and ωL is the LO phonon frequency. This allows quantitative

analysis of the phonons involved in the exciton formation and recombination.
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1.3 Optical spectroscopy

The interaction of light as an electric field with a medium is fully explained by the use of time

dependent and independent Shrödinger equations, where the total Hamiltonian to be used

contains the natural state of the system Ĥo, electric field Ĥe and the interaction (A) between

both. Using the ground state wave function of the system |Ψ0(r, t) >= e−iEnt/~|ψn(r) > one

can simply see the superposition of the different contributions. First it is necessary to treat

the interaction of an electric field as it comes in contact with the system.

1.3.1 Linear polarized spectroscopy

The field has the wave form E = Eocos(ωt− kz) for the electric field where ω is the angular

frequency and k is the wavenumber. The use of Maxwell’s equations show that Eo·k=Bo·k=0

where in the direction of propagation (k) two components of the electromagnetic field exist

that shows that the electric (E) and magnetic (B) fields oscillate π/2 from each other.

When the electric field is at its maximum, the magnetic term is a minor component and vice

versa. In dealing with an electric field passing through a semiconductor, the easiest approach

is to approximate the system as an insulator, where no conductivity will be present. The

presence of an electric field will cause a motion of charges in the material and in turn polarize

the charges. For the case of the electronic polarization, it is a purely covalent interaction

that induces a displacement of electron nuclear charge (Dε = εoεrE), proportional to the

magnitude of the electric field (E) times the internal field (dielectric constant, εr). The

dielectric constant (εr) is material specific because it is proportional to the polarization in

the material and therefore electron nuclear-distance (P=εoE(εr − 1)=Nqd) where N is the

number of atoms per volume, q is the nuclear charge and d is the electron-nuclear distance.

The charge and electron-nuclear distance is the electric dipole that is formed as a result

of the electric field. The induced dipole is parallel to the direction of propagation in the

electric field. The induced dipole contains the total energy from the applied electric field

that includes the unperturbed energy and the energy associated with the induced dipole.

A particle in the presence of the electric field will feel a potential related to its charge.

The potential felt follows Maxwell’s equations where the potential (D) is orthogonal to the

electric and magnetic field.

B = ∇×D (1.11a)
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∇× E = −∂B

∂t
= −∇× Ḋ (1.11b)

∇× (E + Ḋ) = 0 (1.11c)

As a result of the electrostatic interactions E=-∇φ and if Maxwell’s equation (1.11b) is

obeyed then E=-∇φ-∂D
∂t

. The force experienced by the particle is dependent on the mass

(m) and charge (e), where in terms of the potential D the force is described by eqn 1.12.

F = e[E + v ×B] =
d

dt
mẋ (1.12a)

F = e

[
−∇(φ− v ·D)− ∂D

∂t

]
=

d

dt
mẋ (1.12b)

The total energy felt will be proportional to the kinetic energy (1/2mẋ2) of the particle

minus the potential energy (V) applied.

d

dt

(
∂(1/2mẋ2 − V )

∂ẋ

)
− ∂(1/2mẋ2 − V )

∂x
= 0 (1.13)

d

dt
(mẋ + eD)− e

∂(v ·D − φ)

∂x
= 0 (1.14)

If the total force of the system is conservative then a Lagrangian equation can generalize

the conservative forces as it should equal zero. Substitution of the potential V for the force

components in equation 1.12 one gets all the components for the formation of the electrostatic

and dipole components for the Hamiltonian. The Lagrangian equation used to describe the

potential is shown in equation 1.15.

L =
1

2
mẋ2 + e(v ·D)− eφ (1.15)

The Hamiltonian in terms of conjugate momentum is the Legendre of the Lagrangian

equation (1.15) written as equation for 3N coordinates yields

H =
3∑

i=1

(
∂L

∂ẋ

)
ẋ− 1

2
mẋ2 − e(v ·D) + eφ (1.16a)

=
1

2m
(mẋ)2 + eφ (1.16b)

mẋ = p− eD (1.16c)

∴ H =
1

2m
(p− eD)2 + eφ (1.16d)
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where the electromagnetic field needs to have a restoring force that shows up as a potential

added to the Hamiltonian. As mentioned above, the Hamiltonian needs to have the

unperturbed energies of the particles ground state and the energy that arises from the

interaction of an electric field with the particle. By separating the Hamiltonian components

we can recover the interaction sought.

H =

[
− ~

2

2m
∇2 + V

]
+

[
e2D2

2m
− ~e

im
(D · ∇)

]
≡ Ĥ + A (1.17)

In the weak field limit e2D2

2m
goes to zero and the only contribution to the interaction of the

electric field is i~e
m

D · ∇. To observe a transition it is first assumed that the electric field is

linearly polarized for simplicity. The groundstate time dependent wave function exists in its

initial state. The function is operated on a coefficient that makes the wavefunction obey the

initial conditions

|Ψ(r, t) >=
∑
i=1

c(t)|Ψ(r, t) > (1.18)

where c(t) exists in the groundstate and equal to one and that if integrated over infinity it

will exist. The eigenvalues can then be calculated for a transition between two states when

using the full Hamiltonian that includes the interaction with the electric field.

< m|[Ĥo + A(t)]
∑

n

c(t)e−iEnt/~|n >=< m|i~ ∂

∂t

∑
n

cn(t)e−iEnt/~|n > (1.19a)

= i~e−iEmt/~∂cm

∂t
(1.19b)

∴ d

dt
=

1

i~
∑

n

cn(t)e−i(En−Em)t/~ < m|A(t)|n > (1.19c)

Solving for cm(t) one integrates from −∞ to some time to get equation 1.20.

cm(t) =
1

i~

∫ t

−∞
e−i(En−Em)t < m|A(t)|n > dt (1.20)

where < m|A(t)|n > cannot equal zero for a single electron to be allowed. The instantaneous

dipole (A(t) = µ · E) is the first nonzero interaction that results in an allowed transition.

1.3.2 Circular polarized spectroscopy

Under a circularly polarized electric field, the wave function needs to be adjusted to contain

nonzero off diagonal terms to the transverse wave propagation.
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Figure 1.4: Linear polarized light that includes the electric and orthogonal magnetic
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The two components of the field take the form for the wavefunction

Ψx = Ex = A1e
i(ϕ) (1.21a)

Ψy = Ey = A2e
i(ϕ+δ) (1.21b)

and when passed through a linear polarizer the electric field remains unchanged in one

direction. The use of Jones matrix for the polarizer shows the electric field having one

transverse component. [
Ex

Ey

]
=

[
P11 P12

P21 P22

] [
Ex

Ey

]
(1.22)

For a linear polarizer the Jones matrix becomes

[
1 0
0 0

]
(1.23)

where only one of the components of the electric field propagates through the polarizer. To

circularly polarize the light a quarter-wave plate is added after the linear polarizer. The

differences in the in-plane and out of plane index of refraction of the quarter waveplate

creates a phase delay (η1-η2) between the different components of the electric field. The

total Jones matrix for the quarter-wave plate is

QW = eiϕ

[
i 0
0 −i

]
(1.24)

where a delay is created of π/2. The electric field under circular polarized light transforms

(Fig.1.5) into [
Ex

Ey

]
=

[
Cosθ −Sinθ
Sinθ Cosθ

] [
Cosψ
iSinψ

]
(1.25)

where the transformation of the Jones matrix to the right and left circularly polarized field.

1√
2

[
1
−i

]
(1.26a)

1√
2

[
1
i

]
(1.26b)

where the linearly polarized field passed through a quarter wave plate transforms the field

into the right and left circular polarizations, respectively.
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component with the complex addition of both fields.
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The electric field under left and right circularly polarized conditions has the form

E+ =
1√
2

(
1
−i

)
e−iω(t−n+z/c) (1.27a)

E− =
1√
2

(
1
i

)
e−iω(t−n−z/c) (1.27b)

where the electric field is dependent on the complex refractive index (n) and the only direction

that is important is the z-axis of the field. Because of the angular rotation of the field the

magnetic component of the electromagnetic field that needs to be added.

H+ = (n/µ)E0

(
1
−i

)
e−iω(t−n+z/c) (1.28a)

H− = (n/µ)E0

(
1
i

)
e−iω(t−n−z/c) (1.28b)

where the addition µ of the complex magnetic permeability gets added. The magnetic

permeability is related to the magnetic susceptibility by the following equation µ = 1+ M
H

=

1+χ. The intensity will have both the refractive index and magnetic susceptibility inherent

in the data. This gives rise to a energy level that is dependent on the angular momentum. By

using this knowledge along with the single electron transitions one can make the prediction of

the Zeeman splitting and the types of transition that become allowed under these conditions.

For an interaction to occur between the circular polarized light and an electronic state, the

state needs to contain a nonzero angular momentum. As observed in figure 1.6, circular

polarized light separates the different spin orientations. This allows one the ability to

determine information about the types of states involved in the electronic transitions.

1.3.3 Magnetic circular dichroism

In the interaction between an electric field and the electric dipole moment of a system, a

spontaneous dipole is formed < m|µ ·E|n > where m is the ground state and n is the excited

state, following the selection rules for a single photon allowed transition. The magnetic field

interaction to the dipole adds the complex magnetic permeability. In addition under the

magnetic field the states split following the electric < m|µ|n > 6= 0 and magnetic dipole

(< m|L|n > 6= 0) transition selection rules predicting transitions that follow ∆ML=±1.
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Figure 1.6: The allowed transitions under circular polarized light include only those states
that contain a nonZero angular momentum.
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The use of circular polarized electric field probes ∆ML=+1 and ∆ML=-1 independently

where the difference in energy between the two transitions is equal to the Zeeman splitting

(MCD A-term). As long as the splitting is greater than the linewidth, the transitions

are resolved. As observed in figure 1.7 the spectrum obtained is a differential function

of the difference between the polarization. The energy difference between right and left

circularly polarized light is the Zeeman splitting. The Zeeman splitting is not dependent on

temperature as long as the splittings <<kBT, but when they are on the same order there

will be a dependence following a Boltzmann distribution

Na = N
e−~ωqH/kBT

∑
q e−~ωqH/kBT

(1.29)

where N is the electron density per volume, ωq is the splitting energy at the field H applied.

This is especially true when spin orbit coupling (MCD B-term) is present, requiring an

adjustment be made to the magnetic dipole to include the orbital contribution to the

transitions (< a|J|b > 6= 0). The mixing of states as a result of the orbital contribution

induces changes in the population of each of the transition states as observed in figure 1.8.

The ground state has a higher probability of being populated at lower temperature when the

population of the state is dependent on the Boltzmann distribution (eqn 1.29). This causes

a change in the population of each of the states where there is a ∆I increase in the intensity

of the new split ground state and decrease in the higher energy ground state. When the

the system contains a paramagnetic moment, the ground state population increases as 1/T

(C-term) as observed in the MCD intensities.

1.3.4 Photoluminescence

In a molecule we can describe the absorption and re-emission of energy in a simple two- state

picture. Recombination in semiconductors is more than a simple picture of two energy levels

relaxing into the groundstate. As good guides the band diagram shows the allowed transition

that occur typically with little interactions present from the lattice and defect sites. Many

observables can exist of induced properties typically not intrinsic to the semiconductor. For

this the power density is typically kept to one photon available per absorption event. As in

absorbance the same selection rules apply which involve ∆m = ±1 transitions.
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The transition between states of different quantum numbers are the primary observed

transitions, while transitions that require a spin flip are only 1/3 allowed. To a first

approximation these selection rules are followed to give rise to all of the main allowed

transitions present in an intrinsic semiconductor. If phonons are included, through an

electron phonon process, mixing can occur, where the effect is an observed emissive state

that contains vibrational overtones in the photoluminescence. The frequency of the overtone

is identical to the modes observed in resonance raman. Once phonons are involved in the

absorption and relaxation to the emitting state an inexhaustible set of interactions can give

rise to emission or lack of emission. The electron-phonon interaction can become one of the

most important interactions that leads to an apparent bandgap change (photoluminescence

emission) as a function of temperature due to population of nearby states, thus a distribution

of emitting states is observable. To begin in a more or less ordered explanation we will take

a perfect semiconductor and lower symmetry to show the observed properties.

The first dipole allowed transitions in our wurtzite CdSe case are the Γ7 to Γ9 (E1) and Γ7

to Γ7 (E1 + ∆) where the primary transition is the E1 resulting from the change in quantum

number (Figure 1.9). The Delta represents the spin orbit term for a wurtzite semiconductor.

To a first approximation the only expected transition is the E1 if no thermal contribution

influence state population. If the energy of separation of E1 and E1 + ∆ is < kBT, then

E1 + ∆ may be observed.

It is easy to predict a lowered symmetry at the surface due to the surface atoms bound

to say hydrogen or a ligand. The crystal field about the surface atoms is also going to be

different due to changes in bonding and electron distribution. We can lower the symmetry

of the surface and say its going to propagate the lowering of symmetry into the internal part

of the particle. In a sense, this is an effective reconstruction of the core by the surface. For

small nanocrystals where the surface to volume ratio is large, this is not unlikely and in fact

has been observed in solid state NMR experiments[39]. We bring back the C4
6v irreducible

representation (1.2) and take the valence band and conduction band symmetry levels to

reduce symmetry of these states. We are only concerned with the E3/2 and E1/2 symmetry.

The intention is to lower the symmetry to a C3v which means that we can use the C3 rotation

and σv mirror plane. The result is the same character values of E3/2 and E1/2 where E3/2 is

a complex conjugate.
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Figure 1.9: Schematic of the allowed optical transitions of a wurtzite crystal structure.
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The exciton formation results from the cross product of these states where a quadruplely

degenerate E+E state is produced. The reduction still gives rise to the same allowed states.

1.4 Magnetic ion incorporation

To achieve the set of magneto- optical experiments two setups were necessary, one for MCD

(Fig. 1.10) and the second for MPL (Fig. 1.11). The MCD set up is a typical Faraday

geometry excitation described in figure 1.10 where the circular polarized light is obtained

from a commercial Jasco circular dichroism system. The circular polarized light from the

Jasco system changes from right to left circular polarized light using an AOM (acousto-optic

modulator) crystal that changes the polarization. The light passes through the sample inside

the magnet and detected using a PMT (photo-multiplier tube). The right and left circular

polarized light gets separated into positive and negative values by using a lock-in amplifier

connected to the AOM crystal. A typical spectrum is as observed in figure 1.7 where the

differential function is the combination of right and left circular polarized absorption. The

simple use of a Voigt function enables one to fit the data and determine the Zeeman splitting

from the change in position. The C-term can be determined using the phase intensity as

a function of field or temperature. The addition of a magnetic ion changes the dynamics

of the groundstate. Depending on the exchange interactions between the magnetic ion and

the valence band of the semiconductor one can see changes in the C-term of the MCD.

The interaction between the Mn(II) and the valence band of CdSe is expected to show a

temperature dependence and therefore a C-term.

MPl is set up in reflection mode where the use of fiber optics enables one to excite the

samples inside of a resistive magnet. The configuration is as shown in figure 1.11 where an

argon ion laser is used to excite the sample. The laser travels through the fiber optic and

into the magnet. Before the light gets to the sample, the light is circularly polarized by

the use of a polarizer and quarter wave plate in that order. The light excites the sample in

a circular polarized manner and the light collected is only that of the same polarization.

The photoluminescence is then detected using a meter monochromator that uses a 600

mm/groove grating blaze in the visible. The photoluminescence spectra is then fit to a Voigt

function to accommodate for the Lorentzian vibrational line width and gaussian particle size

distribution.
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Figure 1.10: Diagram of the physical setup for the MCD.
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Figure 1.11: Diagram magneto-photoluminescence setup.
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Both MCD and MPl techniques give information about the Zeeman splitting, g- value for

the electron and hole, and as a function of temperature the phonon contribution. Mixing of

states can be determined only if the states are optically allowed and have enough intensity to

be detected. Properties like scattering due to impurities can be detected by the MCD if the

impurity affects the formation of the exciton. In photoluminescence the presence of impurity

ions can decrease the radiative pathways inhibiting the radiative pathways. Better physical

techniques can detect the effect of impurities on the host lattice such as magnetization and

heat capacity studies.

1.4.1 Heat capacity

The heat capacity is composed of vibrational, electronic and magnetic contributions. The

presence of carriers can be detected by heat capacity measurements. To explain how the

carriers are measured by heat capacity, development of the model is important. At a

threshold temperature the thermally excited vibrations become significant in the lattice.

Inter-atomic interactions (force constant) drive the energy of the the vibrations. In a classical

sense, the number of vibrations are describable in terms of a temperature. In the nanoscale,

the limited size should be observed in the frequency of the wave that can fit the size of the

semiconductor.

As expected for a simple Hooke’s law approximation, the Debye model is used to predict

the heat capacity for a condensed phase material. The three dimensional wavevector used is

q =

(
(2π)3

V

)
n (1.30)

where V is the system volume and n is a mode integer. The number of modes can then be

determined as a differential of n

d3q =

(
V

(2π)3

)
d3n (1.31a)

d3n =

(
V

(2π)3

)
d3q (1.31b)

=

(
4πV

(2π)3

)
q2dq (1.31c)

where equation 1.31c resembles that of an isotropic sample. The density of states for the

three polarizations of energy between E and E + dE needs the relationship between the
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wavevector and momentum(~ = p
q
). The density then becomes

ρ(E)dE = 3

(
4πV

(2π~)3

)
p2dp (1.32)

where ~ is Planck’s constant and the three is for each of the polarizations for the single

particle states. The density becomes

ρ(E) =

(
12πV

(2π~c)3

)
E2 (1.33)

where the density of phonons is adjusted by minimizing Helmholz free energy. For a Bose

system the number of phonons in any state is

n(E) =
1

eE/k
B

T − 1
(1.34)

where kB is the Boltzmann constant. The thermal energy becomes

Ethermal =

∫ kBθ

0

E2 dE = 9NkBT

(
T

θ

)3 ∫ θ/T

0

x3

ex − 1
dx (1.35)

where the limits are set to have no boundaries up to the maximum allowed by the lattice

spacing. Using Helmholz free energy one can arrive at the heat capacity following

E = F + TS (1.36a)

Cv =

(
∂E

∂T

)

v

(1.36b)

Cv = 9NkB

(
T

θ

)3 ∫ θ/T

0

x3

ex − 1
dx (1.36c)

where the heat capacity goes to zero at zero Kelvin. To properly describe the heat capacity

of semiconductors an offset from the Debye model is added as a result of carriers present.

Electrons obey Fermi-Dirac statistics and only at very low temperature can the electronic

contribution to the heat capacity be observed. The magnitude of the lattice heat capacity

overshadows the electronic component. Using the Pauli exclusion principe, the number of

particles in the state ε is

N =
g

e
ε−ε

f
k
B

T + 1

(1.37)

where εf is the Fermi energy which limits the occupation of states, and g is the number of

particles with energy ε. The Fermi-Dirac distribution then becomes

f(ε) =
1

e
ε−ε

f
k
B

T + 1

(1.38)
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which is used in the calculation of the density states. Equation 1.32 can be used to determine

the number of allowed states

η(ε)dε = (2m)3/2 (2π)4

~3
ε1/2dε (1.39)

where m is the mass of an electron. All of the components to determine the energy of the

carriers are ready. The energy is then calculated in the same manner as for the phonons

Eelectron = 2V

∫ ∞

0

εf(ε)η(ε) dε (1.40)

where the heat capacity can finally be derived using the same relations as for the lattice heat

capacity

Celectronic =
2

3
π2k2

BV η(εf )T (1.41)

For a nonmagnetic sample the heat capacity is then composed of two components, a lattice

component (βT 3) and an electronic component (γT ). The lattice component (β) as observed

in equation 1.36C which contains a T3 dependence easily observed at high temperatures. The

electronic component (γ) is only linearly dependent on temperature but can be observed at

low temperature when the lattice component is on the same order as the electronic.

1.4.2 Magnetic exchange

Two main types of interactions can be present in the semiconductor, the localized superex-

change interaction and the indirect exchange interaction. The approximation used involves

the magnetic spin interactions to determine whether they exist parallel or antiparallel to

each other. For this the exchange of interest is the interaction between the two spins

Hij = J(R)Si · Sj (1.42)

where J is the exchange interaction that is distance dependent. The exchange interaction is

dependent on the susceptibility of the host material. As an approximation one electron is

assumed to be present per unit cell[40]. The wavevector then becomes

kf =

(
12π2

a3

)1/3

(1.43)

where a is the lattice constant. A free-electron approximation is then used to describe the

exchange interaction[40]

J(R) =
4A2mk4

f

2π3~2

2kfRcos(2kfR)− sin(2kfR)

(2kfR)4
(1.44)

30



where A is a normalization constant, m is the mass of an electron, and R is the distance

between the Mn. Using the lattice constant for CdSe of 4.29 Å, the nearest neighbor

Mn would be antiferromagnetic (negative) as shown in figure 1.12 as a negative value.

It is not until the next nearest neighbors that ferromagnetic interactions are predicted.

The delocalization of the carriers is rather important in the manifestation of observed

superparamagnetism.

For II-VI and III-V semiconductors the main interaction is described by a RKKY type of

interaction, where, depending on the material, carriers can play a role in the delocalization

of the spin within the confined volume size. Superexchange interactions are much stronger

than the indirect although in the nanoscale where domain formation is not favored there is

a fine line in the exchange observed, where superexchange interactions in a diluted system

approach that of the indirect exchange interactions. To explain the diluted superexchange

interactions, RKKY is used to help explain the type of exchange present between spins using

conduction electrons as intermediate spin polarizers.

The strength of the p-d exchange interaction between Mn ions is well known in semicon-

ductors. One can apply a simple RKKY type of interaction and attain the first interaction to

be antiferromangetic. The important components are the spins associated with the valence

band (hole). This interaction is guided by the difference in energy between both the magnetic

ion and the valence band. This hybridization is changed by the presence of carriers which

fine tune the Fermi energy and therefore exhibit an overall change in the overlap energy. This

is only speculation until one observes ferromagnetism for a system that is expected to have

a very strong antiferromagnetic interaction. It is hard to judge the magnitude of exchange

that occurs upon addition of carriers specially if we don’t know the energy difference between

the two. In addition at the nanoscale the bands shift energy as a result of the hard walls

of the nanoparticle and, if significant, the exchange integral must change. The expected p-d

exchange for bulk MnCdSe is -1.11 eV where more covalent systems like MnCdTe have a

p-d exchange of -0.88 eV and ionic semiconductors such as MnCdS the exchange increases

to -1.80 eV [41].

1.4.3 Dilute magnetic semiconductors

Dilute magnetic semiconductors have been created in bulk semiconductors for nearly three

decades with systems such as Mn doped CdS[7], CdSe[7], CdTe, HgS, and many others.
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Figure 1.12: Plot of the exchange interaction with respect to the distance from the central
Manganese.
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Carriers have been observed to play an important role in the exchange interactions that

drive the properties of DMS. These materials have been limited to weak ferromagnetic and

antiferromagnetic interactions.

When the free carriers are taken into account in the interaction as an ensemble, the

exchange interaction of interest is as follows

J
∑
i,I

SI · h+
i δ(ri −RI) (1.45)

where the interaction of interest is the p-d interaction that determines the magnitude of

the exchange, observed as a change in the Curie temperature. The interplay between

the carriers and concentration determines the Curie temperature. Following a mean-field

approximation[42]

Tc =
[Mn]S(S + 1)

3kB

J2
pd

(g∗µB)2

3N(gµB

2
)2

2( ~
2

2m
(3π2N)2/3)

(1.46)

where [Mn] is the molar concentration of the dopant with spin S, Jpd the bulk p-d exchange

interaction (-1.1 eV) [43], g∗, the carrier g factor (1.6) [43], g is the Mn g factor (g = 2),

m the effective hole mass of CdSe lattice, and N the hole concentration. For this to work

a significant number of carriers need to be present (Fig. 1.13). CdSe in the bulk would

be an unlikely candidate for this theory to be applicable since it contains 1018 carriers per

cm3. The observable Tc doesn’t begin until one achieves a carrier density of >1019 (figure

1.13). A solution would be to significantly increase the concentration of the dopant ion, but

many difficulties occur such as phase segregation and clustering that becomes prevalent as

the concentration increases as a result of the poisson cluster statistics as shown in figure

1.14. The statistics can be calculated depending on the lattice atomic density where the

probability for the formation of a pair of ions increases with increasing concentration. This

can be analyzed by using eqn 2.1

P1 = (1− 12x)12 (1.47a)

P2 = 12x(1− x)18 (1.47b)

P3OT = 18x2(1− x)23(7− 5x) (1.47c)
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P3CT = 24x2(1− x)22 (1.47d)

where the probability for single ions (P1) is greatest at low concentrations. As the

concentration increases the formation of pairs (P2), open triangles (P3), and closed triangles

(P3) increases respectively.

Knowledge about carrier concentrations is critical in the analysis and interpretation of

carrier induced magnetism. The origin of carriers can result from intrinsic vacancies and

impurities. Vacancies are expected to be present in a nanoparticle because of how fast

the particles grow. Cadmium vacancies result in an acceptor state that is 0.6 eV above

the valence band[44]. This acceptor state can result in carriers where the concentration of

vacancies determines the carrier concentration. It is unfortunately difficult to determine the

single particle carrier concentration, which has limited the ability to accurately determine

the intrinsic carrier concentration.

In analogy to color-centers in Quartz, a neutral vacancy can be considered as an

isoelectronic impurity if it localizes electrons resulting in lattice charge compensation which

delocalizes electron (donor) or holes (acceptors)[45]. To identify this acceptor level is difficult

in that the optical processes are in the infrared. The only successful detection has been of

donor states when induced by surface reduction[46]. The impurity induced carrier origin

is the more quantitative since it can be controlled by the addition of an impurity. Special

attention is to isoelectronic impurities that have a much higher binding energy, which results

in the same effect as vacancies. Based on the electronegativity for CdSe would suggest that

oxygen impurities give rise to impurity states more easily than sulfur. A study on a set

of CdSe single crystals[47], Cd-annealed crystals showed little photoluminescence due to

the nonradiative recombinations from the acceptor states induced from the excess Cd. The

surface atoms must form different energy states than the core as a result of the bonding to

ligands and therefore produce states that do not contribute to the band formations. The

surface states show up as intra-gap transitions. In a study of nanocrystalline layers through

the use of photoconductivity and thermally stimulated current measuremets, it was found

that CdSe contains holes from an acceptor state at v 0.6 eV[48] consistent with a cadmium

vacancy which produces a vacancy at 0.6 eV[44] above the valence band leading to the

conclusion that CdSe has significantly more holes than electrons. The most likely origin of
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such carriers can be reasoned to be induced by the surface.

1.5 Quantum confinement effect on the properties

If we were to begin to describe nanoscale materials the assumption of an infinite lattices

begins to break down and the influence of surface states, reconstruction and vacancies become

critical in understanding the physics of these materials. For a spherically confined system,

the periodicity of the lattice can breakdown due to reconstruction, particularly in materials

< 3 nm where the surface to volume ratio is large (Fig. 1.15). This will be an important

finding to the properties observed. To realize the effect it is worthwhile to project the periodic

problem first.

The challenge and interest lies in materials that have a short periodicity of the lattice

where the surface potential is dependent on the type of material, ligand type, and crystal

structure, as observed in a quantum dot. In a simplistic square potential there is a change

that introduces an uncertainty in the periodicity producing changes to the energy of the

system projected as an energy dispersion. The limitations lie in the uncertainty principle

where the periodic lattice is limited by the size of the material. This results in a deformation

potential that induces an increase in the electron-phonon coupling with decreasing size

(Figure 1.16).

1.5.1 Size effect on optical properties

In semiconductors a special interest arises when the size of the semiconductor approaches

the electron-hole distance (Bohr radius). Classically, the exciton is treated as a particle in a

box (hydrogen model). As in the hydrogen model the energy is dependent on the effective

mass of the electron and hole, the Coulombic interaction between the electron- hole and the

size of the particle. When the size of the semiconductor approaches the size of the exciton,

the energy becomes size dependent. For a spherical system the energy (En) can be expressed

as En = ~2π2n2

2mR2 [19] where n is the quantum number, m is the effective mass and R is the size

of the sphere. The size dependent gap then becomes

En =
~2π2n2

2R2
[

1

me

+
1

mh

]− 1.8e2

εR
(1.48)
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, where n is the quantum number, R is the size of the semiconductor, me is the mass of

the electron, mh is the mass of the hole, e is the Coulombic charge of an electron, and ε is

the dielectric constant. At small sizes (< 3 nm) a repulsive Coulombic interaction is added

to offset the strong electron hole interaction. To see the effect of the size in CdSe the bulk

effective electron (0.13) and hole mass (0.45) along with the dielectric constant of 6.1 can be

used to plot the quantum confined bandgap as shown in figure 1.17 assuming a bulk band

gap energy of 1.74 eV. This is for a system that contains no vacancies or defect ions. As a

function of size the quantum dot will begin to delocalize the hole and approach the natural

hole mass. For a system that contains vacancies or dopant ions a more reliable model is the

localized exciton where phonons play a role in the recombination.

1.5.2 Size effect on the magnetic properties

The magnetic interaction in dilute magnetic semiconductors have been of great interest for

the last decade for the use in spintronics. The detailed balance in the interactions of DMS are

of great interest for the complexity of the environment that induce a magnetism not observed

in the bulk[5, 7]. At the nanoscale single domain magnetism (superparamagnetism) is more

easily observed as a result of the lack of domain formation. Domain formation results from

the minimization of entropy arising from the surface magneto-static energy. When the size

of the system decreases to a few nanometers the domain wall formation cannot be supported

as a result of the large anisotropy energy. Simply put it is of lower energy to align all of

the spins in one direction changing the internal energy and complicating the interactions.

As a single domain, the uniform magnetization is expected to fit a Brillouin function and

therefore a spin. As the interactions are diluted as in a semiconductor or as the size is

decreased the superparamagnetic phase can be observed where the thermal fluctuations

make the remanence go to zero. The region between the superparamagnet and the multi

domain systems is of great interest. This is the region of anomalous behavior making this

field a great curiosity.
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CHAPTER 2

1% Mn:CdSe

Mn ion doping of CdSe and other semi-magnetic quantum dot alloys has been an area of

active speculation for over a decade. We report evidence of Mn(II) doping of CdSe grown

from a cubic single source precursor that is superparamagnetic (SPM) with a blocking

temperature of 40 K following thermal annealing. Prior to thermal annealing the 4 nm

Mn:CdSe (1 % Mn) QDs exhibit paramagnetic behavior between 300 K and 2 K, with

a weak antiferromagnetic exchange. Following thermal annealing of the sample, high

temperature ferromagnetic exchange is observed in the magnetization data with the onset

of a superparamagnetic phase (SPM) at 40 K that exhibits a coercivity of 0.1 T at 2 K.

The switching-on of SPM behavior is believed to be linked to ion migration with formation

of (Se-Mn-Se-Mn-Se-Mn)n centers within the nanocrystal that exhibit coupled magnetic

moments. Electron Paramagnetic Resonance (EPR) provides evidence of two distorted Td

Mn core sites, a clustered site (dipolar broadened) and a localized Mn site (hyperfine-split).

The ratio of the EPR signature for the dipolar broadened site increases following annealing

and shows a hysteretic response around the blocking temperature. These observations

suggest that thermal annealing results in enhanced cluster formation explaining the onset

of the SPM phase in these nano-scale materials. Evidence of SPM behavior is evident in

the field-dependent non-Langevin magnetization with a tangential loss in the magnetic ac-

susceptibility, and the Mydosh parameter (ϕ= 0.16).

2.0.3 1% Mn:CdSe Introduction

Quantum confined magnetic materials with predictable size dependent properties, including

ion-doped semi-magnetic semiconductors and molecular magnets, are one of the holy grails

for spin-related applications at the nanoscale.[49, 22, 50, 7, 27] While ferromagnetism has
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been observed for bulk Mn doped CdSe semi-magnetic semiconductors, the reason for the

observation remains an area of speculation and is attributed to ion clustering within the

lattice.[7, 20] Efforts on nanocrystalline Mn doped II-VI semi-magnetic quantum dots have

also produced conflicting findings in their magnetic characterization depending on the nature

of preparation and type of quantum dot.[22, 27, 25, 20, 51] While it was generally accepted

that the conflicting results arose from lack of ion doping due to self-annealing leading to

loss of the Mn ions for wurtzite CdSe,[22] in a recent paper by Efros et al. Mn doping

was attributed to thermodynamic limitations for Mn ions to add to the growing faces of

the wurtzite structure of CdSe.[20] The magnitude of ferromagnetic exchange in ion doped

semi-magnetic semiconductor quantum dots will be dependent on the clustering of ions, the

size of the cluster, the site occupation of the ion, the size of the quantum dot, and changes

in the nature of the bonding in the host lattice in quantum confined materials.

This manuscript discusses the emergence of ferromagnetic exchange in 4 nm 1% Mn:CdSe

nanocrytals with a wurtzite crystal lattice. Mn(II) ion doping is achieved using a single

source precursor route based on a cubic cluster which seeds the growth of the Mn:CdSe

quantum dots. These semi-magnetic quantum dots transform into wurtzite lattices as the

particle grows, leaving the Mn incorporated in the lattice.[20, 52, 24, 53, 28] Intriguingly,

upon thermal annealing of the Mn:CdSe quantum dot, a magnetic transition temperature

is observed with a coercive field. The SPM behavior arises from enhanced ferromagnetic

exchange between Mn ions clustered in the dimensionally confined lattice. Thermally-driven

clustering of Mn into larger domains in the CdSe host lattice is believed to give rise to

the observed SPM phenomenon. Magnetic susceptibility, magnetization studies, and EPR

measurements confirm that the magnetic effects can be explained in terms of a doubling

of the Mn cluster domain content. The presence of an exchange interation (Jij
~Si · ~Sj)

between two magnetic spins(~Si, ~Sj) is evidence of the clustering of Mn(II) ions. The exchange

interaction is evident in the magnetic susceptibility as a deviation from the Curie law, in

which the Curie-Weiss constant is necessary to fit the beginning of the magnetic phase.

The Curie temperature is proportional to the exchange interaction present in the system

(Tc =
Jijs(s+1)

3kB
)[35], where Jij is the exchange energy, s the spin of the interacting ion, and

kB is the Boltzmann’s constant. No evidence for loss of Mn(II) or change in nanoparticle

size is observed following chemical treatment, suggesting the ion clusters exist within the

nanoparticle, although the exact location within the quantum dot is not discernable.
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In doped nanomaterials[24, 23, 54, 26] the influence of clustering in chemically prepared

systems has been speculated to influence the magnetic behavior in Co:CdSe nanoparticles

at high concentrations of Co (>20%).[24] Thermally driven ion clustering in bulk materials

is a known phenomenon that tailors the formation of magnetic, structural, and electronic

domains.[17, 55, 54] Mullin and co-workers have observed ion migration effects for a series of

single crystal Mn:HgSe samples.[13] Mullin observed changes in magnetism following thermal

annealing (230 ◦C) of samples with <1 % Mn which he correlated with the change in cluster

content following thermal annealing. This was also observed by Galazka[10] and Oseroff[11]

where the amount of clustering was twice that predicted for the working concentration.

This is also evident from the EPR and magnetic susceptibility in other systems such as

Mn:CdS where the manganese interactions are evident from the dipolar (electron-electron)

broadened EPR data[56, 51] and a magnetic susceptibility that includes clusters was added

to fit the observations.[13, 10, 11] Using clustering statistics to predict the probability of

finding different sized cluster domains within the lattice, the onset of magnetism was related

to the concentration of 2 or more localized Mn clusters in the lattice. The probability for

observation of clusters in a wurtzite lattice is

P1 = (1− 12x)12 (2.1a)

P2 = 12x(1− x)18 (2.1b)

P3OT = 18x2(1− x)23(7− 5x) (2.1c)

P3CT = 24x2(1− x)22 (2.1d)

where x is the dopant molar ion concentration for a substitutional ion and three ions can be

along the same plane (P3CT ) or different crystallographic planes (P3OT ).[13] This predicts

for x = 0.01, P1 = 89% for isolated Mn ions, P2 = 10% for ion pairs, and P3 = P3OT +

P3CT = 1% for n = 3 clusters statistically clustered in the lattice. From the bulk using

EPR lineshape arguments and susceptibility fit were shown to prove that formation of larger

clusters than statistically predicted was shown by Mullin[13], Galazka[10], and Oseroff.[11]

Within the nanocrystal lattice, each domain will have a magnetic moment and the interaction
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of those moments will induce a net magnetic moment for the individual nanocrystal (intra-

dot). If the nanocrystal net magnetic moment is large enough, inter-dot (dipolar) coupling

may lead to the observation of RT ferromagnetism. The observation of ferromagnetism in

bulk Mn doped II-VI semiconductors requires the inclusion of interacting magnetic moments

of clustered Mn centers within the lattice and the magnetic response is dependent on the size

and concentration of clusters in the lattice.[13] Due to the size constraint of the system the

observed transition is that of the single domain characteristic transition, expected for nano-

sized particles. The influence of inter-dot coupling will not be observed in a bulk system

where the cluster interactions are already inclusive and are considered domain interactions.

In nanoparticles, since the same probability for clustering of the ions exists as for systems,

annealing should induce enhanced ferromagnetic exchange by inducing cluster formation.

The clustering is a result of the strain relief when there are vacancies which can raise the

energy potential of its environment totaling in electron traps. The vacancies are evident

from fluorescence spectra of small nanoparticles where trap state emission is the dominant

form of photoluminescence.[57] The nature of the migration is dependent on the reaction

rates of formation, the nature of the defect ion, and the host lattice.[58, 59]In addition, the

high surface area and high strain of the nanoparticle system may influence the nature of

doping and may enhance clustering to relieve strain and thus be critical in understanding

the magnetic response.[22]

2.1 1% Mn:CdSe Experimental

The synthesis of the 1% doped 4.0 nm Mn:CdSe was carried out by reaction of Li4[Cd10Se4-

(SC6H5)16] (Cd10) and MnCl2 in hexadecylamine analogous to earlier studies.[27, 52, 24, 53,

28] The reaction was carried out at 120 ◦C to allow Mn ion exchange with the Cd ions in

the Cd10 cluster. Exchange of metal ions into the clusters has been observed previously.[60]

Growth of the nanoparticle was conducted at 230 ◦C for 3 h and isolation of a 4 nm particle

was achieved by precipitation of the nanoparticle from a toluene solution through the addition

of MeOH. The product was cleaned three times using toluene/methanol, followed by three

sequential pyridine ligand exchanges at 70◦C in order to remove unincorporated Mn ions.

For the experimental studies, the isolated sample was divided into two parts, a pre-annealed

and a post annealed sample.
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Figure 2.1: Flow chart of the synthesis and annealing procedure.
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The post annealed sample was generated by dissolution of the pyridine capped Mn:CdSe

sample in hexadecylamine at 210◦C for 46h and isolation as described above.

2.2 1% Mn:CdSe Discussion

UV-visible, powder X-ray diffraction, and TEM were obtained for the pre and post annealed

sample to verify no significant change in particle diameter or structure occurs. The

first exciton in the absorption spectroscopy for the pre-annealed sample is at 2.30 eV

corresponding to a 3.7 nm nanoparticle and is found to shift 21 meV to lower energy

following annealing, suggesting growth by approximately a single lattice plane (3.8 nm).

Size distribution for these samples is 10% based on the FWHM of the first excitonic feature.

Powder XRD identifies a wurtzite crystal structure for both the pre and post annealed sample

with an average size of 4.6 nm based on a Scherrer broadening analysis of the <110>, <103>,

and <112> reflections (Table 2.1). The PXRD (4.6 nm), absorption (3.7 nm), and TEM (3.9

nm) are in reasonable agreement, with the larger value from PXRD suggesting the materials

are highly crystalline.

The shifts in the pXRD lattice constants relative to a 4 nm CdSe sample isolated

identically to the Mn:CdSe samples are summarized in Table 2.2. The pXRD reflections

exhibit a compression between the pre and post annealed samples of 0.014 Å, which is larger

than the expected 0.0012 Å for a 1 % Mn(II) doping on the Cd(II) site. While pXRD can

provide evidence of doping, the observation can be skewed by internal clustering within the

lattice leading to a non-linear deviation. Thermal ion migration of the Mn ions in the wurtzite

CdSe quantum dot into small cluster domains is expected to relieve strain induced by the

∼6 % lattice contraction about the Mn ion. The larger observed compression in the pXRD

data suggests clustering may be present in these materials and larger than theoretically

predicted. Following annealing the increased compression may suggest increased clustering

by ion migration is occurring.

Enhanced clustering in these materials following annealing is further evident upon

inspection of the magnetic data. The magnetic behavior of the pre and post annealed

samples in solution and as powders are dramatically different (Figure 2.2). For the post-

annealed powder sample, the magnetic susceptibility under zero field cooled and field cooling

at 100, 200, 400, and 600 G is shown (Figure 2.2A).
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Table 2.1: Size comparison in pre- and post- annealed nanoparticles using Scherrer broad-
ening and TEM measurements

pre-annealed post-annealed

2θ < hkl > Size (Å) 2θ < hkl > Size (Å)

41.91 48.7 42.05 48.48

45.51 43.88 45.65 42.81

49.33 44.93 49.54 45.46

TEM size 39 TEM size 39
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Table 2.2: Wurtzite lattice constants of CdSe and pre and post annealed Mn:CdSe.

a (Å) c (Å) c/a

CdSe 4.299 7.011 1.631

Mn:CdSe

pre-annealing 4.310 7.071 1.641

Mn:CdSe

post-annealing 4.296 7.051 1.641
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Figure 2.2D show magnetic susceptibility of the powdered post annealed sample at 100

G field cooled with a Brillouin function fit to the high temperature portion of the data. The

data for the pre-annealed sample at zero field cooled (ZFC) fit to a Brillouin function over

the complete temperature range is shown in Figure 2.2C. Field cooling of the pre-annealed

sample does not influence the magnetic data.

In the pre-annealed sample the solution and powder data is a classical paramagnet. The

data for the post-annealed sample at zero field exhibits a peak at 11 K, while the powdered

pre annealed sample lacks such a peak. In the solution data for the post annealed sample

(Figure 2.2B), the feature is shifted to lower temperature, occurring at 4 K. Inspection of

the temperature dependent deviation of the magnetic susceptibility trace observed at 100

G compared to ZFC for the powdered post annealed sample suggests that the sample has

a blocking temperature (TB) of 40 K (Figure 2.2A). Alternatively, the 40K transition may

be due to spin glass behavior. ac-susceptibility measurements, as detailed below, suggest

this is not a classic spin glass. The observation of the magnetic feature 30 deg below TB

can be attributed to a distribution in exchange energies for different sized clusters within

the nanoparticles or nanoparticles- nanoparticle interactions (inter-dot). This means that

the moments of the individual clusters within a given nanocrystal will freeze at different

temperatures and only the average freezing point of the ensemble of intra-dot and inter-

dot interactions will appear as a feature in the susceptibility curves. Consistent with this

observation the 11 K feature is observable even at 100 G. The low temperature transition is

due to the inter-dot interactions of superexchange between the Mn ions.

One possible method to analyze the inter-dot contributions to this feature is dilution

experiments. Upon dilution the 11K feature disappears in the susceptibility traces (Figure

2.2). The loss of the 11 K feature upon dilution of the post-annealed sample into octylamine

(Figure 2.2B) may be due to loss of intraparticle magnetic exchange; however a more likely

cause is a change in the inter-particle interactions while the solvent causes a large diamagnetic

background that inhibits the ability to see any evidence of the higher transition.

Inter-dot coupling effects have been observed to contribute the magnetic susceptibility by

Rotello[61], with a change in the blocking temperature upon dilution of Fe2O3. The results of

the dilution experiment are suggestive of inter-particle interactions in the Mn:CdSe system.
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Figure 2.2: Magnetic susceptibility of pre and post annealed 1% Mn:CdSe. A) Post-annealed
zero field cooled (bottom curve) and field cooled at 100 (+), 200 (◦), 400 (¤), and 600 G
(M). B) Post-annealed field-cooled in Trioctyl amine. C) Pre-annealed field-cooled. D)
Post-annealed field-cooled with a Brillouin function fit.
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This is probable if the individual magnetic moments of the clusters within the dot

couple to give rise to a large magnetic moment for the single domain like nanocrystal. The

powder samples show high temperature paramagnetism with differences in the contribution

of exchange following annealing. This can be analyzed by fitting the temperature dependent

magnetic susceptibility data for the powder samples to a Langevin (eq 2.2a) and Brillouin

function (eq 2.2b).[35]

χ =
N0gµBJBj(η)

H
(2.2a)

Bj(η) =
2J + 1

2J
coth(

2J + 1

2J
η)− 1

2J
coth(

1

2J
η) (2.2b)

η =
gJH

kB(T − θ)
(2.2c)

Equation 2.2a is fit by allowing the values for No, J, and θ to float and the best fit parameters

analyzed by non-linear regression. Prior to fitting the magnetic susceptibility data, the

diamagnetic contribution from the host lattice is subtracted using the measured susceptibility

on a 4 nm CdSe sample treated identically to the Mn:CdSe samples. In the equations, No

is the molar volume, g is the Landé g-factor, µB is the Bohr magneton, J is the spin, and H

is the applied magnetic field. The g value used (2.004) is obtained from EPR, as described

below. To fit the susceptibility, the Brillouin function (eqn 2.2b) is used with η (eqn 2.2c)

being equal to the ratio between the spin components and the thermal energy, where kB is

Boltzmann constant and θ is the experimental Curie temperature.

The pre-annealed sample can be fit over all temperature ranges as a paramagnet. The

post-annealed sample can only be fit at high temperature to the Brillouin function due to

increased exchange interactions below 40 K. For the pre and post annealed sample a value

of J = 5/2 is measured using the Curie-Weiss equations (eq 2.2) as expected for Mn(II). The

Curie temperature calculated for the pre (-0.23 K) and post (20 K) annealed sample are

dramatically different indicating a switch from AFM to FM exchange following annealing.

At low concentrations this is expected from the observations gathered from Oseroff.[11] The

larger Curie temperature for the post-annealed sample is due to increased Mn ion clustering

in the quantum dot lattice. In this size regime, the onset of ferromagnetic exchange should

lead to SPM, which is confirmed by frequency dependent experiments on the post-annealed

sample between 8-850 Hz (Figure 2.3).
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Figure 2.3: ac magnetic susceptibility of post annealed Mn:CdSe with a 4 Oe oscillating field
at (+) 8 Hz, (◦) 12 Hz, (•) 250 Hz, (¤) 350 Hz, (¥) 750 Hz, (♦) 850 Hz.
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As seen in the ac-magnetic susceptibility, the largest tangential loss occurs for the data

collection at 8 Hz at 10 K with no detectable loss at 40 K.

The lack of a detectable transition at 40 K in figure 2.3 does not indicate spin-glass

behavior, but rather a slow magnetization occurs in these materials with formation of a SPM

based on the ac results. Assignment of SPM rather than spin glass in this sample is obtained

by using the criterion introduced by Mydosh, where the value of ϕ (ϕ = ∆T
Tf∆(log ω)

).[62]

For a spin glass the value is typically on the order of 10−2 while for a SPM the ϕ range

is 10−1-10−2.[62] Using this convention, the post annealed sample exhibits a value of 0.16

consistent with the individual quantum dots being SPM. EPR can provide evidence of the

degree of Mn clustering, as well as discrete information of the Mn doping site, and the Mn

oxidation state. Mn (II) clustering will lead to dipolar broadening with loss of hyperfine

structure. Q-band EPR measurements were performed at room temperature on powdered

Mn:CdSe samples (Figure 2.4). Mn(III) an s = 2 Jahn-Teller ion is not observed in the EPR

data for either sample and would give an EPR signature at a lower field (higher g-value)

if present with much wider linewidth due to zero-field splitting. Assignment of the two

contributions to the EPR spectra is gained by inspection of Q-band and X-band data, as

well as power dependent measurements.[63]

There are two observable contributions to the EPR spectra, an exchange broadened

(clustered Mn) term and a hyperfine split (isolated sites) term. The g-value for both samples

are identical within experimental error (g = 2.004). The calculated g value is well within

the literature range of 2.001-2.006 for Mn(II) doped II-VI semiconductors.[64]

The EPR data (Figure 2.4) for the pre and post annealed samples are similar at room

temperature with a strong hyperfine feature (6-line pattern) for Mn(II) and a broad dipolar

term. The dipolar term is increased in relative magnitude in the post-annealed sample.

Lowering the temperature facilitates the observation of the broad dipolar component in

both samples which is correlated to the onset of magnetic exchange observed in Figure 2.2.

At 5 K the difference is more dramatic with pre annealed sample being composed primarily

of isolated manganese with a small dipolar contribution, while the post annealed sample

contains less than a percent of isolated manganese and is dominated by the dipolar term.

The larger ferromagnetic exchange constant in the post annealed sample observed in the

temperature dependent magnetization plots suggests the dipolar term should saturate at

low T.
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In the post annealed sample saturation of the dipolar signal is observed below the blocking

temperature (Figure 3D).

Analysis of the hyperfine structure in Figure 3 provides insight into the site occupation of

the Mn. The smaller Mn ion is expected to distort in the CdSe lattice, which his observable in

the EPR data (Figure 2.4). The EPR data suggest the Mn site is a trigonally or tetragonally

distorted Td which leads to the observation of forbidden EPR transitions attributed to a

stronger spin-orbit term arising from symmetry breaking and is assigned to the -1/2 → 1/2

[65]. Van Wierengen demonstrated the magnitude of the Mn2+ hyperfine splitting constant

is dependent on the covalency of the site occupied by the manganese ion with more ionic

sites exhibiting larger hyperfine constants. This empirical observation allows insight into the

location of the manganese to be gained with respect to the different possible sites present

in a nanoparticle (core or surface). One expects the surface sites to be more ionic than the

more bulk-like core and therefore surface Mn ions should exhibit a larger hyperfine splitting

than internal Mn ions. Consistent with this assumption, values for the hyperfine constant

of 62 - 65 x 10−4 cm−1 are observed for internal Mn ions in bulk Mn:CdSe[64], and larger

hyperfine splittings (85 x 10−4 cm−1) were observed for Mn ions isolated on the surface

of CdSe.[25] The measured hyperfine splitting constant in both the pre and post annealed

sample is 62.0 x 10−4 cm−1. This allows assignment of core doping of the Mn into the CdSe

in these materials.

Perhaps the most significant observation in the EPR is the ratio of the two EPR

absorptions in both samples. Inspection of the ratio of the EPR signatures indicates the

dipolar term for both samples contributes ∼ 80-90% of the EPR signature, inconsistent with

statistical doping value of 1% predicted by the probability functions in eqn 1. By integrating

the EPR signals, the hyperfine term accounts for 24% of the signal in the pre-annealed

sample, but only about half (12%) in the post annealed sample. The drop in the hyperfine

component following annealing correlates with the observed onset of ferromagnetism in the

post-annealed sample. This result supports the earlier assumption of thermal annealing

leading to increased Mn ion clustering in the CdSe quantum dot; and to the onset of

ferromagnetic exchange following annealing. The observation of intra-dot and inter-dot

interactions contributing to the onset of SPM behavior in the post-annealed sample can

be verified by inspection of the field dependent magnetization plots in Figure 2.5. Following

annealing, a coercive field of 95 mT (Figure 2.5A and Figure 2.6A) with magnetic saturation
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at 2 T (Msat = 3600 emu/mol of Mn) is observed at 2 K (Figure 2.5A). The pre-annealed

sample at 2 K shows no field dependent magnetization and can be fit to a purely paramagnetic

exchange interaction consistent with a low concentration of Mn clusters being present in the

pre-annealed sample. In solution no observable coercivity is evident at any temperature

(Figure 2.5 B and D) due to the large diamagnetic contributions to the signal and loss of

inter-dot interactions. In the post-annealed powdered sample the coercivity is reduced as

the temperature increases with a coercivity of 0.006T at 20 K (Figure 2.5 C) and a loss of

saturation above the blocking temperature (Figure 2.6B) due to thermalization of the spins.

Surprisingly, above 20 K the coercivity (0.001 T) saturates and remains constant up to 250

K (Figure 2.6C).

It is not well understood why the ferromagnetism continues as far as it does. The satu-

ration at 20 K rather than at the blocking temperature implies two competing interactions

determine the observed magnetic behavior. The observation of high temperature coercivity

suggests the second ferromagnetic interaction persists at temperatures approaching RT, while

the SPM phase has diminishing contributions to the total magnetic behavior as the blocking

temperature of 40 K is approached. In order to verify that this second magnetization feature

arises from the material rather than the cavity, the magnetization of the pre-annealed sample

and non-doped CdSe was measured and no magnetization transition was observed for these

samples. In addition, the SQUID response was check with an empty capsule to make sure that

the signal was not from the magnet hysteresis. Evidence of the second magnetic transition in

the post-annealed sample is apparent in the field dependent magnetization plots between 2 K

and 65 K (Figure 2.7). The observed behavior as a function of temperature requires fitting

to the superposition of two separate magnetization functions, whose contribution varies

independently with temperature. Although the fit to a superposition of two ferromagnetic

transitions is not entirely correct since the Brillouin magnetization function requires no

spin interactions to be present, it is still empirically useful in interpreting the presence of

the secondary magnetic dipolar interaction. At 2 K and 5 K, the field dependent data is

dominated by the low temperature magnetization term and can be approximately fit to a

single magnetization event using the Brillouin function, M(H) = Nµ0gJBJ(gHµ0

2kBT
), where N

is the molar volume, µ0 is the Bohr magneton, g is the free electron Landé g-value, J is the

spin.
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Figure 2.5: Magnetization of the post annealed Mn:CdSe sample at A) 2 K powder B) 2 K
in Trioctylamine. C) 20 K powder. D) 20 K in Trioctylamine.
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Fitting of the magnetization Brillouin function indicates the spin at 2 K and 5 K are

higher than expected with values of J2K = 2.7 and J5K = 3.0. As the temperature is increased,

the magnetic data requires a superposition of the two species, with the first component

becoming paramagnetic above the blocking temperature. At 65 K, the magnetic data is

cleanly fit to two contributions with the second term exhibiting magnetization saturation

at lower field, ∼0.2T, and a small value for magnetization saturation (3 emu/mol of Mn).

The secondary (high temperature) magnetization is believed to be dominated by inter-dot

coupling due to remnant magnetization moments of the internal clusters producing a net

dot moment, while the low T magnetization event reflects the onset of a single domain SPM

phase in the total ensemble of nanocrystals (Figure 2.8). Evidence of a long-range inter-dot

coupling process is gained by analyzing the spin (J) of the susceptibility data using the

magnetization Brillouin function. The first magnetic contribution was calculated to have a

value of J1 = 3.8 (N1 = 99.4% molar contribution) and the second term J2 = 110 (N2 =

0.6% molar contribution) at all temperatures. The high spin value for the second species

implies that this can not be accounted for by simply assuming large magnetic clusters being

present in the lattice. The small total contribution to the magnetic moment of the second

magnetization event indicates that this is most likely due to inter-dot coupling as suggested

above, rather than an intra-dot magnetic transition. This is supported by the dilution

experiments in Figure 1. The onset of the SPM behavior in these materials arises from

sample annealing, which induces the Mn ions to migrate within the lattice and begin to form

n > 2 ion clusters (Figure 2.8a). The Mn-Mn-Mn interactions give rise to a magnetic moment

that form single-domain like quantum dots in the powdered ensemble. While ion-migration

processes in CdSe are bulk are small (10−2 m2/s) for hexagonally lattices, the observation

of annealing effects in these materials suggest the Mn ions have enhanced diffusion rates or

the ion diffusion may occur along vacancies present in the growing particle to relieve strain.

The change in magnetic behavior following annealing allows a model to be developed that

explains the magnetization and EPR results. The SPM phase below 40K is due both to

intra- and inter-dot coupling events arising from freezing of the spin of the clusters within a

given nanocrystal.

This results in a large magnetic moment producing the single domain like quantum dot

that can then couple the ensemble of dots producing a coercive field (Figure 2.6 and Figure

2.8b).
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a)

annealing

b)

c)

Figure 2.8: a) Intra-dot interactions of the Mn spins in a hexagonal (wurtzite) lattice
where the cadmium, selenium, and manganese atoms are represented by dots that are blue,
red, and green, respectively. Upon annealing the Mn(II) ions tend to cluster giving rise to
ferromagnetic interactions leading to a larger magnetic moment. b) Magnetization below
40 K with the slow onset of the superparamagnetic phase with formation of single-domain
quantum dots. c) Magnetization above 40 K arising from weak inter-dot interactions of
remnant spin on larger clusters within the individual quantum dot.
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Above 40 K, the nearly constant coercivity is assigned to inter-dot interactions arising

from the remnant weak magnetic moments of the larger clusters within the quantum dot (Fig-

ure 2.8c). The inter-dot magnetization is expected for pyridine passivated nanocrystalline

samples due to their propensity for agglomeration into larger superlattices when precipitated

from solution. It is known that the agglomeration for CdSe materials has a high likelihood

to form with conservation of crystallographic faces, which would enhance the probability

of these interactions.[66] Similar observations of inter-dot coupling have been suggested

to account for the observed magnetic anomalies in superparamagnet Fe2O3 nanoparticles

isolated as powders from solution.[61]

2.3 1% Mn:CdSe Conclusion

Thermal annealing with formation of paramagnetic ion domains provides a mechanism to

manipulate ferromagnetic exchange in semi-magnetic quantum dot systems. The magnitude

of the exchange interaction between the Mn2+ ions in Mn:CdSe quantum dots is dictated by

the position and number of Mn in the cluster and accounts for the observed magnetization

for the Mn:CdSe samples studied. The assignment of the 40 K blocking temperature rather

than at the observed anomaly at 11 K is accounted for by the distribution of cluster sizes and

separation distances for the clusters within an individual quantum dot. The temperature

dependent EPR spectrum, which is a convenient probe for measuring the magnitude of

clustering in these materials, exhibits an increase in the broad component below the blocking

temperature suggesting that this term is coupled to the ferromagnetic onset in the post-

annealed Mn:CdSe sample in line with the proposed model. In conclusion, this study

demonstrates that enhancing clustering in the lattice by thermal annealing can switch on

ferromagnetism in doped semiconductors, pointing to an intriguing method to tailor the

magnetic properties in quantum dot semi-magnetic systems.
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CHAPTER 3

6.5% Mn:CdSe Spinwave

Nanocrystalline 6.5% Mn:CdSe 4 nm exhibits a Curie temperature of 51 K and coercivity of

0.94 T at 2 K. The magnetic exchange arises from coupling of intrinsic hole carriers in the

lattice to Mn(II) spins where the result is a spin wave with an exchange predicted by the

VCA-RKKY model. Spin wave behavior is observed in the heat capacity and magnetization

data for the nanocrystals. The large, intrinsic, carrier concentration is unanticipated and

ascribed to cadmium vacancies producing a 600 meV intra-gap state.

3.1 6.5% MnCdSe Introduction

In nanocrystalline DMS materials, the incorporation of paramagnetic ions into semiconductor

host lattices can lead to the observation of rich magnetic phases. Antiferromagnetic

(AFM) and ferromagnetic (FM) exchange have been observed between randomly substituted

magnetic ions on the cation site depending on the ion concentration and intrinsic carrier

densities. [4, 7, 15, 10, 11, 18, 67, 68]. In an earlier study, we observed switching

from paramagnetic to superparamagnetic behavior in 1% doped Mn:CdSe (4 nm) following

thermal annealing of lyothermally grown nanomaterials[69]. The onset of FM exchange was

initially believed to be solely attributed to clustering of Mn (II) within the nanocrystal in

analogy to onset of clustering induced FM exchange previously reported in bulk materials[69,

12]. While clustering of the Mn in the II-VI lattice by vacancy driven annealing explained the

onset of ferromagnetic exchange, the magnitude of the spin, as estimated by spin counting,

could not be described purely by a clustering only mechanism.
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A) Carrier mediated FM exchange

Mn Mn

h+

h+

B) Local AFM exchange

Mn Mn

Figure 3.1: A) The polarization of the carriers in the virtual crystal approximation of
RKKY where the exchange interaction is described as a propagating wave (spin wave)
formed from the mobile intrinsic hole carriers leading to ferromagnetism. B) Magnetic
exchange interaction between magnetic ions in a RKKY model with local couplings between
nearest neighbor ions, cluster of ions or individual ions, where no spin wave is present and
paramagnetism or antiferromagnetism prevails.

65



In the present manuscript, we observe formation of a superparamagnet in unannealed

6.5% Mn:CdSe (4 nm) isolated directly from the reaction without a thermal annealing step.

Analysis of the field dependent and temperature dependent magnetization data shows a

Tc = 51 K with a 0.94 T coercivity at 2 K. The magnitude of the coercivity and Tc is

larger than expected for a random clustering model. This suggests some other mechanism is

involved. Understanding the nature of magnetic exchange in nanocrystalline dilute magnetic

semiconductors (DMS) remains an important if not controversial issue [70, 2, 20]. In these

materials the interplay between lattice, spin and electronic contributions must play a role.

If ferromagnetism does not arise as a result of a clustering only mechanism, another

contribution must be present to explain the magnetic properties observed in the 6.5 %

Mn:CdSe. Theoretically, FM exchange in doped II-VI materials has been predicted to

be achievable in the presence of intrinsic hole carriers (1020) in the lattice[42], which

delocalize over the entire Brillouin zone generating a spin wave as a result of the coupled

dopant spins. Application of the virtual crystal approximation RKKY (VCA-RKKY)

model allows formation of a superparamagnet through the antiferromagnetic coupling

between the local Mn ion and delocalized intrinsic carriers (Fig. 3.1). While this has

not been experimentally demonstrated on Mn (II) doped II-VI materials, examples have

been reported in a range of the other dilute magnetic semiconductors, both in bulk and

nanoscale[71, 7, 70, 72, 73, 74, 54, 67].

Historically, it has been postulated that carriers are not present in lyothermally grown

nanomaterials, although a growing II-VI body of evidence suggests that carrier participation

may be important to explain the magnetic exchange in these materials.[48, 75]. The onset of

FM exchange induced by the presence of intrinsic carriers would give rise to an observable

spin-wave with Bloch law temperature dependence (T3/2), which will be confined to the

volume of the nanocrystal. Therefore, the spinwave’s wavevector (qo) and the nanocrystal

dimensions should correlate [76]. If the FM exchange in the Mn:CdSe nanocrystal only arose

from clustering, the spin wave would be absent.

3.2 Experimental

CdSe and 6.5% Mn:CdSe nanocrystal samples were prepared as pyridine-capped, 4 nm

spherical particles with wurtzite symmetry, as previously described[69].
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To remove excess Mn and hexadecylamine, the samples were precipitated (3X) using

hexane/methanol followed by pyridine stripping (3X) by treatment of the nanocrystals in

pyridine at 343 K for 12 h followed by hexane precipitation (3X). The effectiveness of this

process to eliminate excess Mn and ligand from the isolated materials has previously been

demonstrated by our group and others with no change in metal ion content following the

second pyridine stripping step[69, 25]. Using standard protocols, optical absorption and

photoluminescence (Fig. 3.2), transmission electron microscopy, X-ray diffraction (Fig. 3.3),

and atomic emission spectroscopy were used to confirm the nanocrystal size, shape, and

the average Mn(II) ion concentration. All magnetic and heat capacity measurements were

performed on pyridine stripped Mn:CdSe and CdSe vacuumed dried powdered samples. The

magnetic susceptibility and magnetization was performed on a 7 Tesla Quantum Design

MPMS XL system. The heat capacity was performed on a 9 Tesla Quantum Design PPMS

performing an background measurement before each run using the same amount of points as

the measurement. The ac susceptibility was performed using the Quantum Design PPMS

coupled to a signal generator to provide the 10 kHz ac signal (supplemental Fig. 3.5).

3.3 Results and Discussion

Evidence of the superparamagnetic magnetization and magnetic coercivity for the 6.5%

Mn:CdSe (4 nm) sample can be observed by inspection of the temperature and field

dependent SQUID data. Comparison of the zero-field-cooled and field-cooled magnetic

susceptibility data (Fig. 3.4A), shows a Curie temperature at 51 K and a lower blocking

temperature at 41 K for the powdered isotropic sample of pyridine capped 4 nm 6.5%

Mn:CdSe. Tc is assigned to 51 K, rather than 41 K based upon the observed deviation

in the magnetic susceptibility between the field cooled and zero field cooled susceptibility

data. Consistent with the assignment of TB arising from superparamagnetic (SPM) behavior,

the coercivity approaches zero at the blocking temperature with a slope of 0.2 Tesla/K.

The blocking behavior at 41 K can be assigned as a classical superparamagnet using the

Mydosh[62] criterion applied to the ac-susceptibility measurements. ϕ becomes a measure

of the relaxation affected by the groundstate of the system. In the ac-susceptibility

measurements over the frequency range of 1-10 KHz yield a value of ϕ= 0.2 which is in

the range for a superparamagnet (Fig. 3.5).
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Mn:CdSe powder. inset: Closeup of the transition. B) Hysteresis at 2 K (+), 25 K (◦), 41 K
(¤), and 50 K (4). C) Detailed temperature dependent coercivity and magnetization data
for 6.5% Mn:CdSe (4 nm).
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The onset of FM exchange is evidenced in the field dependent SQUID data, where a

hysterisis is observed (Fig. 3.4B). The hysteresis plot does not exhibit complete saturation

at 2 K. The coercive field at 2 K is ∼0.94 T and a lower coercive field of 0.421 T is measured

at 25 K (Fig. 3.4B). The lack of high field saturation at low temperature is not surprising due

to the possibility of dipolar coupling, the variability of the doping levels per nanocrystal, the

nanocrystal size variances (5% RMS), and the likely participation of Mn ions on the surface

of the nanocrystal that differ from internally incorporated Mn ions due to the nature of the

surface reconstruction. This would be expected to lead to a distribution in the onset of FM

exchange.

If we assume the magnitude of the ferromagnetic exchange is near saturation at 7 T,

the parentage of the observed magnetic moment can be assigned using a Langevin fit of the

initial sweep of the magnetization at 2 K. Although the use of the Langevin function under

unsaturated conditions is not entirely valid, it allows the relative number of spins per atom

in the lattice to be calculated. Spin-counting at 2 K (7 T) yields a value of 1.96 moments per

Mn(II) in the 6.5 % Mn:CdSe samples. This value is lower than the predicted value of 2.5

moments per Mn(II), suggesting that 22 % of the Mn are not accounted for in the total FM

moment at 7 T. The missing 22 % of Mn spin can be accounted by considering the Mn centers

are not coupled to the onset of the magnetic phase. If we assume the magnetism arises from

only spins in the core of the nanocrystal (approximately 88-90 % of total ions for a wurtzite

4 nm nanocrystal), than the missing 22 % of Mn(II) can be assigned to non-participating

Mn(II) on reconstructed lattice sites at or near the surface of the nanocrystal. The surface

atoms are not expected to contribute to the magnetization because surface reconstruction

gives rise to decoupled donor states that lie in the gap and would exhibit weak orbital

coupling. This allows complete spin counting with the lower measured spin attributed to the

lack of exchange coupling of the Mn at the surface layers, and therefore they contribute only

as a paramagnetic perturbation to the total moment. In fact, assignment of the missing 22

% of spins to surface Mn ions would be consistent with the observation of a lack of saturation

at 7 T (2 K) arising from the slow magnetization of Mn ions at the surface observed in the

field dependent magnetization data.

72



3.3.1 Understanding the onset of FM

While fitting the field dependent magnetic data to a Langevin function allows the parentage

of the magnetization to be accounted for, the observation of FM exchange can not be

explained based on a classical RKKY model that accounts only for Mn-Mn interactions,

which will be AFM in the nearest neighbor range[40, 24] or clustering of Mn ions[69], which

leads to a weak, spin frustrated ferromagnetism. The presence of intrinsic hole carriers in the

lattice may explain the observation of ferromagnetism. This may lead to a net FM exchange

for the entire nanocrystal as predicted by the VCA-RKKY model. The VCA-RKKY model

averages the total Mn spins over the entire Brillouin zone by coupling to intrinsic hole carriers

in the lattice. At low concentrations (<10%) of dopant where correlation effects are small,

the VCA-RKKY model predicts that the magnetization is dynamic and described as a spin

wave (Fig. 3.1). Ferromagnetic exchange will be observed when the magnetic spins couple

to free carriers in the lattice in which the exchange interaction is JSI ¦ Sh+ , where SI and

Sh+ are the spins on the I th Mn atom and a hole carrier, respectively.

[Mn]Jpd

∑
i,I

−→
S I · −→s i (3.1)

For systems where the VCA-RKKY model can be applied, a prediction of the carrier density

necessary to produce the observed Tc[42] can be approximated by assuming a bulk p-d

exchange energy,

Tc =
[Mn]S(S + 1)

3kB

J2
pd

(g∗µB)2

3N(gµB

2
)2

2(Ef )
(3.2)

where [Mn] is the manganese molar concentration, S is the Mn spin (S= 5/2), Jpd the bulk

p-d exchange interaction (-1.1 eV) [41], g∗, the carrier g factor (1.6) [43], g the Mn g factor

(g = 2), Ef , the Fermi energy, and N the hole concentration (Fig. 3.6). Solving eqn 3.2

gives a carrier density of 1.8 X 1020 cm−3 for the 6.5 % 4 nm Mn:CdSe sample using the

experimentally measured 51 K Tc (3.4). The prediction of 1020 carriers is surprising for

nanocrystalline CdSe.

Although the VCA-RKKY predicts carrier concentration, measurement of holes is critical

to justify its application in the present system. In bulk CdSe, carriers are present at low

concentration due to vaccancy formation in the lattice[47]. The likely presence of vacancies,

which can give rise to carriers, was suggested in our earlier study on clustering induced FM

in 1% Mn:CdSe[69].
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Figure 3.6: Predicted Curie temperature with respect to hole carrier concentration using
VCA-RKKY for 6.5% Mn:CdSe. The lines represent the theoretical Tc at a value of 1020

cm−3 carriers. The dashed line represents the theoretical value for hole carriers at the
experimentally determined Curie temperature.
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Similarly carriers have been observed in nanocrystalline films where an acceptor state

of 0.6 eV[48] is present, attributed to the bulk cadmium vacancy acceptor state[44]. To

date, only chemically induced electron carriers have been measured by IR spectroscopy for

lyothermally grown CdSe, following intentional injection of carriers (either chemically or

electrochemically)[46].

The appearance of carriers in this study are believed to arise from the nature of the

synthetic method which utilizes a molecular precursor to nucleate Mn:CdSe nanocrystal

formation. Experimental attempts to quantify hole carriers using infrared spectroscopy have

failed to produce an infrared signature that is detectable, consistent with our observations

of a lack of IR signatures in these materials[46]. The presence of a high carrier concentration

in nanocrystalline materials most likely can be attributed to contributions of surface species

and internal vacancies in the lattice due to the rapid growth conditions for lyothermally

grown materials. If compensation occurs at the surface, reconstruction can decouple these

levels leading to formation of intrinsic carriers.

A technique employed for measurement of carrier density in bulk materials is low

temperature heat capacity (Cp), where the Cp/T response at temperatures below 10 K

can be attributed to electronic (CE) contributions arising from free-carriers, thus providing

the carrier density. By invoking a collective oscillation model, the total heat capacity of a

semiconductor (Cp) can be fit to contributions arising from the lattice heat capacity (CL,

β) and carrier contributions (CE, γ), of which the magnitude of the contribution depends

upon the nature of the system. The electronic term is defined by Fermi-Dirac statistics and

is attributable to the presence of carriers in a semiconductor lattice resulting in a linear

temperature dependence[36].

Cp = CL + CE = βT 3 + γT (3.3)

For all materials, at higher temperature the heat capacity is dominated by the lattice

following a T3 dependence. For systems where carriers are present, the electronic term

(CE) is important below 10 K, where thermal population of the phonons is minimized. This

leads to a non-zero intercept (γ) as T→ 0 K when graphed as Cp/T vs T. Although the

measurement of heat capacity below 2 K is difficult, the trend is useful in interpreting the

presence of carriers.
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Figure 3.7: Heat capacity (Cp/T) of 4 nm CdSe at 0T (+) and theoretical fit to eqn 3.3 for
lattice contributions contribution.
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A plot of the field dependent heat capacity under zero magnetic field (CP /T) vs T for

4 nm CdSe is shown in figure 3.7. Fitting the CP /T spectra to contributions from the

Debye (β) term (eqn 3.3) reveals that the Debye contribution is 3.54 ± 0.01 X 10 −2 J
molK2

for nanocrystalline CdSe and Mn:CdSe. This value is an order of magnitude larger than

measured for bulk CdSe (3.2 ±0.1 X 10 −3 J
molK2 ). The failure to fit Cp/T above 50 K is

believed to arise from the passivating ligand contribution to the total Cp. The larger Debye

term results in a lowering of the Debye temperature from 183 K for bulk CdSe to 84 K for

4 nm nanocrystalline CdSe using eqn 3.4.

Cv = 9NkB

(
T

θ

)3 ∫ θ/T

0

x3

ex − 1
dx (3.4)

The change in the Debye temperature from bulk to nanocrystalline CdSe is not surprising

when contributions from phonon confinement, which is expected to play a role in 3-D confined

nanomaterials, are considered[77].

At low temperature (<4 K) the CL lattice (Debye) only fit (dashed line in Fig. 3.8)

deviates from the experimental data and an electronic contribution must be included to

account for the low temperature deviation (solid line), allowing γ to be extracted (Fig. 3.8).

The magnitude of the electronic term increases by several orders of magnitude from 1.4 ±
0.1 X 10−4 ( J

molK2 ) for bulk CdSe to a value of 4.63 ± 0.01 X 10−3 ( J
molK2 ) for the 4 nm CdSe

and Mn:CdSe. The non-zero intercept in the CP /T plot is consistent with intrinsic carriers

existing in the semiconductor lattices, with a larger carrier concentration in the nanoscale

materials compared to the bulk materials (Fig. 3.8). The carrier density for the samples

can be calculated from the electronic heat capacity (CE) by assuming bulk values for the

electron mass (m), carrier molar density (N), and molar density (V).

Ce/T =
4π3mk2

B

3h2
(
3NV 2

π
)1/3 (3.5)

Fitting the expression yields a three order increase in the carrier density for nanocrystalline

CdSe and Mn:CdSe (1020 cm−3) when compared to bulk CdSe (1017 cm−3). This value

is in good agreement with the prediction using the VCA-RKKY model based on the

experimentally measured Tc in Mn:CdSe.
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Figure 3.8: CdSe Cp/T at 0T (+), theoretical fit to lattice (Debye) contribution only
(dashed), and fit (line) including electronic contributions.
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3.3.2 Spin wave confinement

While in the absence of carriers, a PM or AFM magnetic signature is expected, the presence

of carriers, while enticing, does not prove the onset of FM exchange in these materials

arises from coupling to delocalized carriers (spin wave) in the lattice. Evidence of the

presence of a spin wave can be provided by analysis of the magnetic heat capacity term

that is predicted to follow Bloch law behavior as T approaches 0 K[76]. This contribution

is significant only near 0 K and will give rise to a T3/2 dependence if a spin wave is formed,

as predicted by the Bloch equation [36]. Above 0 K, the magnetic contribution is small, but

can be extracted by subtracting the electronic and lattice components from the Mn doped

nanocrystal heat capacity data where the interpretation of the data is limited by the low

temperature limitations of the system used. This allows an estimate of the magnetic term

by fitting the Mn:CdSe (Fig. 3.9B) CM/T using the 4 nm CdSe (Fig. 3.9A) Debye and

electronic values and adding a Bloch dependence for the FM component T3/2.

Cp = CL + CE + CM = βT 3 + γT + δT 3/2 + δo (3.6)

Inspection of figure 3.9 shows the experimental data is in agreement with the fit for equation

3.6.

Using the fit to eqn 3.6 the magnetic component δ (3.96X10−2 (J/molK2)) including the

magnetic gap δo (6.50X10−2 (J/molK2)) can be analyzed as T → 0 K. The magnetic term

temperature dependence arises from the formation of low-lying excited state of the induced

spin-wave and is expected to have a frequency that tracks the square of the wavevector.

Formation of a spinwave in conjunction is strong evidence of a ferromagnetic nanocrystalline

Mn:CdSe.

The observation of a Bloch law magnetic (CMα T3/2) heat capacity supports spin wave

formation and therefore a delocalized carrier mediated FM exchange. The observed spin

wave frequency (and therefore its size) is predicted to be confined to the nanocrystal size

and should by consistent with the size of the nanocrystal. The spin-wave size is in effect the

wavevector (qo), where the energy gap induced by formation of the spin wave and can be

expressed in terms of the magnetic exchange stiffness (D) and wavevector, E = Dq2
o [76]. The

exchange stiffness can be calculated from either the magnetization data or the heat capacity,

providing an internal calibration of the two experimental methods.
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Figure 3.9: A) 6.5% Mn:CdSe Cp/T at 0T (+) and theoretical fit to electronic, magnetic,
and lattice contributions (line). B) Heat capacity (Cp/T) for 6.5 % Mn:CdSe (+) and fit to
eqn 3.6 including the presence (solid) and absence (dashed) of the magnetic contribution.
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Estimating the exchange stiffness using the Tc calculated from the magnetization data

[73]

Dcalc =
6kBTc

(2S + 1)(6π2NMn)2/3
(3.7)

where S is the spin, kB is the Boltzmann constant, NMn is the Mn concentration, and Tc is

the observed Curie temperature. Solving eqn 3.7 yields a value for Dcalc = 4.877 X 10−30

erg·cm2. As a comparison, using the calculated magnetic heat capacity, the exchange stiffness

can be calculated from the magnetic contribution to the heat capacity (Cm),

Cm = δT 3/2 + δo = 0.113V kB(
kBT

D
)3/2 − 0.17V kB(

Eo

D
)3/2 (3.8)

where V, the molar volume, D, the exchange stiffness which is a measure of the spin coupling,

and Eo, the energy gap below which spin-waves cannot be supported. The calculated

exchange stiffness from CM for the 4.0 nm Mn:CdSe sample is D = 1.672 X 10−30 erg·cm2,

which is well within experimental error of the Tc derived value thus providing support for

the interpretation of the Cp/T data in figure 3.9.

Using D, the energy gap can be solved for from the CM data, yielding a value for Eo=1.06

K, allowing the wavevector for the spin wave to be solved. Using the value of E and D yields

a spin wave size of 6.7 nm (based on CM). Based on the experimental Tc for the 4 nm

nanocrystal a ferromagnetic gap of 8.71 K is calculated from the energy gap and wavevector

relation. All of these values are in surprisingly good agreement with the observed 4 nm

particle size and indicates that the magnetic interactions occur over the entire volume of the

nanocrystal consistent with the onset of a ferromagnetic spin-wave.

3.3.3 Conclusion

The observation of ferromagnetism in un-annealed samples of 4nm Mn:CdSe (6.5 %) is

fully explained using a carrier induced VCA-RKKY model. The level of agreement between

heat capacity and magnetic susceptibility supports the conclusion of intrinsic carriers which

induce stable long range magnetic exchange below Tc. The presence of carriers is supported

by the Cp data, although infrared spectral evidence could not be obtained on the nanocrystal

samples, as previously observed. Understanding whether the carriers arise from the synthetic

method or are present ina all nanocrystalline samples is underway. This gives rise to Bloch

law behavior in the heat capacity, allowing an accurate prediction of the particle domain
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size, magnetic entropy, and the Tc’s. The presence of similar high carriers density (1020

cm−3) in both doped and undoped nanocrystal samples indicate the carriers are intrinsic,

rather than arising from Mn(II) substitution. This opens up new potentials in the design

of spintronic materials, where tunable FM exchange in nanocrystalline materials may be

readily achievable if the carrier concentrations can be controlled.
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CHAPTER 4

6.5% Mn:CdSe Magnetic Circular Dichroism

The characterization of materials such as Mn:CdSSe for spintronics have received much

attention as a result of the advancement in synthetic and theoretical techniques. Four

nanometer (6.5 %) Mn:CdSSe was synthesized and characterized using MCD. A magnetic

groundstate is observed upon doping Mn into CdSSe nanocrystals.

4.1 Introduction

The introduction of Mn(II) into nonmagnetic nanocrystalline CdSSe leads to an onset of

magnetic interactions at low temperature. The theoretical explanation for this has been

controversial for some time since Mn-Se-Mn interactions are antiferromagnetic. Much of the

confusion can be traced to a successful doping strategies for nanocrystalline semiconductors.

In a recent publication we observed the onset of spin-wave behavior which proves the presence

of ferromagnetic interactions in lyothermally prepared CdSSe nanocrystals prepared by our

single source method[78]. Ferromagnetic exchange in 1% Mn:CdSe is observed below 50

K and readily explained by a virtual crystal RKKY model which requires free carriers be

present. For exchange coupling between carriers and the local magnetic ions to occur, an

overlap between the valence band and the manganese d-levels must exist via a p-d exchange

(Noβ) interaction. The splitting of the valence band and p-d exchange interaction leads

to both a Zeeman splitting and exchange favorable for long range interaction between the

Mn and hole carriers. While the p-d exchange can be theoretically postulated, evidence

of the exchange interactions is directly observable under circularly polarized, magnetic

field dependent absorption spectroscopy; often referred to as magnetic circular dichroism

(MCD). The MCD data provides a direct measure of the Zeeman splitting, of the excitonic

levels,[79, 7, 22] and contributions for paramagnetic ions through C term via fitting.
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In CdSSe we expect only an A- term, while for the MnCdSSe A and C term will play a

major role. In a quantum confined system the splitting of the valence states is pronounced

especially in the strongly confined regime as a result of electrostatic interaction between

the cation and anion relating their non-spherical crystal field interaction. In a CdSSe

homogeneous alloy the symmetry is lowered from C4
6v to C

′
3v by loss of the S6 symmetry.

The crystal field levels in Mn:CdSSe are also influenced by the Mn levels if p-d exchange

and length of exchange coupling is present.

The allowed circularly polarized transitions split by the lowered symmetry are shown

in figure 4.1. The magnetic field results in the split spinor levels which will exhibit a field

dependent splitting. In the MCD, the principal observed transition will be the E1 transition

since it follows the conservation of angular momentum and requires no spin flip. The E2 and

E3 transitions will be thermally activated and therefore the polarization will be lost due to

a spinflip.

4.2 Synthesis

In this paper we report field dependent MCD measurements on 3.5 nm CdSSe and 4.0

nm 6.5% Mn:CdSSe nanoparticles with a 5 % size distribution as estimated from TEM.

The fit of the XRD confirms the size of the particle in addition to the wurtzite structure.

Inductively coupled plasma atomic emission spectrometry (ICP-AES) was used to calculate

the ratio of manganese to cadmium resulting in ∼ 6.5%. The materials are prepared

by the method used by Magana et al[69, 78] utilizing [Cd10Se4(SPh)16] and MnCl2 in

hexadecylamine (HDA). To ensure no free Mn is present in the prepared nanocrystals the

surfaces are stripped using a series of chloroform/methanol precipitation steps, followed

by 70◦C pyridine/hexane precipitation[69]. Although it has been suggested that pyridine

may not remove all Mn(II), we observe no change in manganese concentration following

the second stripping step suggesting its adequate for removing Mn(II). For the MCD

measurements, thin films are prepared by dissolving the sample in pyridine and adding

with N-(3-(trimethoxisilyl)-propyl)EthyleneDiamine. The sample was allowed to condense

into a cross-linked amorphous organosilane glass. The films are prepared as ∼ 10 µM

concentrations. The MCD was measured using an Oxford 7 T optical magnet attached

to a Jasco 810 circular dichroism spectrometer (300- 4 K).
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Figure 4.1: Allowed transitions in C3v lowered wurtzite structure. The symmetry allowed
E1, E2, and E3 continue to be allowed under circularly polarized excitation and under a
magnetic field.
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4.3 Discussion

The optical data for linear and circular absorption for CdSSe Mn:CdSSe are shown in figure

4.3. Comparison of the linear and MCD data allow the individual transitions to be identified

(E1, E2, and E3) The MCD spectra can be fit to the differential of a pseudo-Voigt function to

allow thermal and distribution contributions to the MCD signature to be included as shown

in Fig 4.3B and C for the 7.0 T (4.2 K) MCD spectra.

f ′(E) = A[(1− a1)e
−ln(2)( E−Eo

FWHM
)2 +

a1

1 + ( E−Eo

FWHM
)2

] (4.1)

where A is the amplitude, a1 is the Lorentzian to Gaussian ratio, FWHM is the Gaussian

full width half maximum, and Eo is the energy maximum.

Using the field dependent spectra, the splitting of the E1 and E2 states can be differenti-

ated. The splitting for CdSSe and MnCdSSe is 370 and 240 meV, respectively as observed in

figure 4.4C and D. This is the average splitting of the crystal field and spin orbit combined.

MnCdSSe is the only one that is field dependent which decreases with increasing field. The

observation of the two states in Mn:CdSSe can be better observed in the spectra of the full

width half maximum of the Mn:CdSSe. As a function of temperature the FWHM decreases

with increasing temperature signifying that there is another state. The state disappears with

temperatures above 40 K. Using the FWHM one can determine the Zeeman splitting since

the increase is due to the change in the splitting of the states. As observed the FWHM

shows an increase of 65 meV which is the Zeeman increase with the addition of Mn. This

value is much larger than that previously 9 meV observed for a 1 % sample[80] and Zeeman

shift of 10 meV in 5% Mn:CdSe quantum well[81].

4.3.1 Electron phonon coupling

The temperature dependent energy and intensity of the different excitons contain information

about the degree of electron-phonon coupling in the Mn:CdSSe and CdSSe systems. The

phonons allow the lowest energy E1 and E2 levels to equilibrate at room temperature. As

observed in figure 4.4 the first exciton for CdSSe decreases with increasing temperature.

For the case of the Mn:CdSSe, there is little temperature dependence as observed in figure

4.4B. For a wurtzite structure the available phonons for coupling to the exciton include three

optical (A1, E1, E2) and 2 acoustic (A1, E1) modes.
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Figure 4.2: The TEM shows an average of 3.8 nm. XRD of the wurtzite MnCdSSe where
the a axis is equal to 4.274 Å and Scherrer size of 3.9 nm calculated by fitting the spectrum
to gaussian functions and calibrating to silicon.
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Figure 4.3: A) Absorption and MCD transitions of CdSSe (1) and 6 % Mn:CdSSe (2) in
toluene as a solvent. The three main transitions are labeled E1, E2, and E3. B) 4.7 K MCD
of CdSSe (1) and Mn:CdSSe (2) at 7.0 T with the Voigt fit components. C) CdSSe (1) at
4.2 K with a field of 0.5, 1.5, 3, 4, 5, 6, and 7 T. Mn:CdSSe (2) MCD at 4.2 K of 0.4, 1.0,
1.6, 2.4, 3.0, 4.0, 5.0, 6.0, 7.0 T.
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Assuming a classical phonon bath an approximation can be used to describe the electron

phonon coupling for the exciton following that of O’Donnell et al[82],

Eg = Eg(0)− A < Ephonon > (Coth(
< Ephonon >

2kBT
)− 1) (4.2)

where the two terms are included Eo, the zero K bandgap, < Ephonon >, the phonon energy

for the average phonon frequency, and A, a normalization constant. When the temperature

data is fit for CdSSe using equation 4.2 the average phonon involved in the electron phonon

coupling has a temperature of 115 K. This temperature corresponds to the average energy

between the E2 and A1 phonons subsequently they are the primary contributors. This

suggests a state that does not have enough thermal energy to be influenced by the phonons

involved.

From the Zeeman splitting (A-term) of the MCD, Noβ (p-d) and Noα (s-d) exchange

constant can be derived[16]

∆E = E1− − E1+ = (β − α)Nox < Sz > (4.3)

where β is the valence band exchange, α is the conduction band exchange, No is the number

of unit cells per volume, x is the manganese mole fraction, and < Sz > is the manganese

spin (s=5/2). Using the splitting in E1 (β − α)=1.07 eV which is in agreement with the

reported exchange constant for Mn:CdTe bulk [16].

4.4 Magneto-optical

Unlike the cobalt charge transfer transitions typically observed for the cobalt in CdSe, the

manganese transitions lie at the valence band inhibiting their observation. The effects observe

are those expected for a p-d exchange between the exciton and the magnetic Mn(II) ions

incorporated.

4.4.1 Properties of CdSSe

Inspection of the temperature and magnetic field dependent MCD for the CdSSe and

Mn:CdSSe samples fit to eqn 4.1 yield the change in phase intensity as a function of

temperature and field.
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Figure 4.4: A) Temperature dependent E1 exciton at 1.0 T of CdSSe. B) Temperature
dependent E1 exciton at 1.0 T of Mn:CdSSe. C) Energy difference between the first two
excitons of CdSSe as a function of field. D) Energy difference between the first two excitons
of MnCdSSe as a function of field .
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Figure 4.7: A) Temperature dependent phase intensity (1) of Mn:CdSSe at 0.5 T (+) and
fit to the Brillouin function (solid). Magnetic susceptibility (2) of Mn:CdSSe at 0.05T under
field cooled conditions. B) Field dependent phase intensity (1) of Mn:CdSSe at 4.7 K (+)
and fit to the Brillouin magnetization function. Magnetization at 2.0 K for Mn:CdSSe and
fit to Brillouin function.
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The CdSSe (fig. 4.6A) is found to be constant at 0.5 and 1 T as a function of temperature

and linear as a function of field as expected for a diamagnetic material. When Mn is added to

the CdSSe p-d exchange is expected to change the nature of the transitions. This is observed

in the intensity of the MCD plot for the E1 exciton (Fig. 4.7). At 0.5 T the temperature

dependence of the first CdSSe exciton follows a 1/T as predicted for the C-Term when a

paramagnetic ion is incorporated into the CdSSe lattice (Fig. 4.7A-1), implying the existent

coupling of the groundstate to the Mn states. When the phase is plotted as 1/phase the

high temperature exchange can be fit where a 2.0 meV exchange energy is calculated from

the slope intercept. The positive exchange gives the same information as expected from

a Curie-Weiss plot where ferromagnetic exchange is observed in a positive intercept. If

Mn resides at the surface no influence on the MCD signal is expected. This is perhaps

strong evidence for successful Mn incorporation by the single source route. The magnetic

susceptibility only shows information about the transition at 41 K where the ferromagnetic

exchange begins in the system (Fig. 4.7A-2). This can be further observed with the field

dependent spectra at 4.7 K where the E1 intensity saturates above 3.0 T compared to the

4.0 T in the magnetization experiments.

To better understand the interactions in the Mn:CdSe spectra the data is fit to a Brillouin

function as shown in figure 4.7B, using the temperature dependent Brillouin expression.

Bj(η) =
2j + 1

2j
Coth

(
(2j + 1)η

2j

)
− 1

2j
Coth

(
η

2j

)
(4.4a)

η =
gjµBH

kB(t)
(4.4b)

M = NgjµBBj(η) (4.4c)

χ = M/H (4.4d)

, where N is the molar volume, j is the spin and angular momentum, µB is the Bohr magneton,

g is the landé splitting factor, and H is the magnetic field. When the susceptibility function

is fit (fig. 4.7A) to the intensity of the MnCdSSe MCD data, the ordering temperature can

be calculated to be 2.5 K. Using equation 4.4c the field dependent data can be fit to obtain

the spin for the CdSSe exciton by fitting the MnCdSSe intensity of the E1 exciton (fig. 4.7B).

If Mn(II) is couple to exciton the spin should reflect a S=5/2 spin. The spin fits to a value

of S= 2.1, which is within expected error of the Mn spin (S=5/2). The surprising spin value
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for the exciton strongly implies state coupling exists between the d-levels of Mn and the s

and p levels of the CdSe by a p-d exchange mechanism. In the magnetization plot the spin

is fit using eqn 4.4 where a g value of 2 is used and the spin fits to 1.97.

4.5 conclusion

Evidence of the phonon assisted absorption is observed in the temperature dependent band

gap. The thermalization of the spins destroy the Zeeman increase observed in the FWHM

of the first exciton of 4 nm 6.5 % MnCdSSe. The crystal field and spin orbit energies

as calculated using the fit of the MCD to a Voigt function. The difference between the

Mn:CdSSe and CdSSe for the same size is in the magnitude of the crystal field concluding

an exchange interaction between the Mn levels and the valence band of CdSSe.
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CHAPTER 5

CdSSe Field Dependent Magneto-photoluminescence

Alloy formation can strongly perturb the excited state dynamics of a nanocrystalline

semiconductor via symmetry breaking resulting in loss of the forbidden character of the

excitonic transitions and subsequent state mixing. Evidence of state mixing is observed in the

field dependent polarization and energy shifts of the circular polarized photoluminescence for

CdSSe probed by Zeeman spectroscopy. Mixing of states results in loss of spin polarization

for the CdSSe alloy. The mixing of the exciton levels is probed by circularly polarized

photoluminescence in a magnetic field (0-31T) and fit using a second order perturbation of

Zeeman theory to account for the formation of a self-trapped exciton polaron.

5.1 Introduction

In nanocrystalline CdSe prepared by colloidal methods, evidence of a spin flip transition has

been observed in the magneto photoluminescence data resulting in loss of spin coherence.

While the data fits to the spin flip model, the observed Zeeman fitting is poorly fit by the

first order Zeeman expression, although an attempt to model the observed state splitting

in terms of random nanocrystal orientation and exciton state mixing of the ’Dark’ (J = 2)

and ’Bright’ (J=1) excitons has qualitatively reproduced the data [83, 84, 85, 86, 87, 88, 89].

A plausible explanation is the presence of donor states in chemically grown nanocrystals

arising from vacancies, unintentional incorporation of impurities, or reconstruction, which

are known to play a critical role in the photoluminescence properties. In fact, trapping of the

exciton at donor states with subsequent excitonic polaron formation has been experimentally

observed.

In an attempt to sort out the potential contributions arising from impurity states, we

have probed the magnetic field dependent exciton splitting behavior for an intentional
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homogeneous nanocrystalline alloy, CdSSe. Use of a homogenous alloy allows intentional

acceptor states to be incorporated into the nanocrystal. The MPL data for the CdSSe

alloy can be explicitly fit using a second order perturbation to account for state mixing.

In addition, the symmetry breaking of the spin levels can be treated using double group

symmetry allowing correlation between the intensity, energy, and polarization behavior for

this intentional alloy. The lowered symmetry of the alloy reduces the ∆bd which allows

mixing to arise between states. Intriguingly, as the sulfur content is increased the energy

of separation between the bright and the formally dark exciton is reduced, suggesting that

level reversal may occur.

An interesting question is the impact on the exciton splitting by the formation of a

CdSSe alloy. The CdSSe alloy is an example of a solid solution with the S distributed

statistically throughout the lattice. This results in changes of Eg with minimal perturbation

of the Brillouin zone [7, 90]. The exciton model and recombination dynamics however will

be influenced by the change in symmetry that arises within the Bravais cell. In a magneto-

photoluminescence experiment, the changes in the exciton splitting and the presence of

state mixing can be directly followed by analyzing the change in the spinor energies, and the

polarization intensity ratio of the right and left circular polarized emission as a function of

magnetic field. State mixing presents itself in the loss of polarization integrity, requiring a

more complex fitting to account for the presence of states that are thermally equilibrated.

A second order Zeeman expression coupled to independent contributions for the two lowest

lying excitons in CdSSe allow the projection of the band to properly by interpreted.

5.2 Synthesis

Magnetophotoluminescence (MPL) studies were carried out on ∼ 10 µM NC CdSSe samples

doped at 4 ±1 % S (3.0 nm diameter CdSSe) and 8 ±1% S (3.2 nm diameter CdSSe)

based on X-ray fluorescence spectroscopy. TEM analysis shows a 5% size distribution, which

is confirmed by the narrow PL FWHM (70 meV). The nanocrystals were embedded in

an amorphous silane glass generated by dissolving the NC-CdSSe in pyridine, adding N-

(3-(trimethoxisilyl)-propyl)EthyleneDiamine, and allowing the sample to condense for 12h.

The materials were prepared as homogeneous alloys by a modification of the method used

by Cumberland, et al utilizing Li2[Cd10Se4(SPh)16].[52]
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The lower sulfur concentration was achieved by allowing partial decomposition of

thiophenol during the reaction, while the higher concentration requires elemental sulfur

addition[91, 80]. The CdSSe nanocrystals are spherical and exhibit wurtzite symmetry based

upon X-ray diffraction (Fig. 5.1A,B) and TEM (Fig. 5.1C) measurements.

MPL experiments were performed at the National High Magnetic Field Laboratory

(NHFML-FSU) using an Ar+ ion laser (70 µW @ 458 nm) coupled through a UV fiber

optic into a Janis cryostat (4.2-300 K). The cryostat was placed into the 31 T resistive

magnet (0 - 31 T) to allow field dependent photoluminescence to be measured. Circularly

polarized excitation was generated using a plastic polarizer and a quarter wave plate mounted

inside the cryostat in front of the sample. Right and left circularly polarized spectra were

collected with a fixed circular polarizer by measuring -31T to 31 T for simplicity in data

collection. Circular polarized photoluminescence was collected on a separate fiber coupled

to a one-meter monochromator (600 g/mm) using a Princeton Instruments LN2 cooled CCD

(512 X 1024 pixels).

5.3 Discussion and Conclusion

In Figure 5.2A, we plot the observed spectral shift in PL for σ+ and σ− polarized spectra

between 0 T and 31 T for the two doping levels in CdSSe. In a nanocrystalline semiconductor,

the electronic properties are expected to exhibit classical Brillouin behavior as a function

of magnetic field. This allows the experimental data to be fit to a Langevin function by

taking into account the random orientation of the nanocrystals relative to the orientation

of the applied field [85] and by explicitly expressing two independent J states (labeled as

a and b)to allow mixing if ∆bd is small. While independent states were not previously

considered for nanocrystalline CdSe MPL data since the J=2 state is forbidden, the inclusion

of independent states allows the loss of forbbiddenness to be assessed arising from mixing,

where the intensities will be made up of Ia+/Ib− (σ−) and Ia−/Ib+ (σ+), where Ib is the formally

dark J=2 state. In the fit, the intensity is relative to the a - state, which is assumed to

dominate the intensity contribution and dictate the polarization [37].

I∓(cosθ) = ((1± cosθ)2e
gµBHcosθ

2kBT +

(1∓ cosθ)2e
− gµBHcosθ

2kBT )/(e
gµBHcosθ

2kBT + e
− gµBHcosθ

2kBT )
(5.1)
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The g value is the exciton polarization dependent g value, H is the field and cosθ is the

dipole angle with respect to the field direction. The expression allows state mixing to occur

with loss of spin polarization by a spin flip process. The fit to the data is shown in 5.2B and

fits the data quantitatively. Attempts to fit the intensity data to a single emitting state as

perviously described fails to fit the experimental data.

The inclusion of the second state to fit the MPL data suggests loss of the dark exciton

character through a loss of local Brillouin zone symmetry by formation of the alloy with

subsequent loss of J=2 character. It is known that the formation of a solid-solution CdSSe

alloy can result in a lowering of the symmetry from the wurtzite C
′
6v to a C

′
3v lattice symmetry

in a homogenous alloy, thus relaxing the forbiddeness of the J=2 state. [92, 93] The lowered

symmetry would occur along the < 002 > face due to loss of the 63 (S6 in Schoenfliss

notation) improper rotation axis. This is the axis involved in exciton recombination in

CdSe nanocrystals. By inclusion of the spin orbit terms and projection of the spinor levels

(spin states) using double group tables [30, 94, 95], a reversal of the (Γ9) and (Γ7) states

in C
′
3v arises (Figure 2). The change in symmetry produces a new set of states labeled Γ6

(E
′
1/2) and Γ4+5 (E

′
3/2), which split under magnetic field by ∼ g S µBH (first order Zeeman

approximation). In the exciton model, figure 5.3B, the lowered symmetry results in the loss

of the J=±2 state character and formation of a new J=±1b level. The |1 > states’ behavior

is similar to that of the known |2 > dark state. If the J=±1a,±1b states are within kBT then

mixing can arise allowing facile spin depolarization, which would fully describe the requisite

inclusion of two discrete levels to fit the intensity data. The possibility of two states with

allowed character would explain the saturation in the intensity data for the CdSSe since the

states compete for intensity but have opposite spin polarity. The observation of saturation

could not be account by a single state.[85]

The presence of two states has a dramatic impact on the intensity and energy levels of

the states as a function of field, particularly leading to spin depolarization of the circularly

polarized transitions. Intensity of each state depends on the magnitude of ∆bd, since the

two states would need to be thermally populated at 4.2K, and the g-value for the state. If

we define the four polarized transitions as (| + 1a >, | + 1b >, | − 1a >, | − 1b >), then the

g-values and intensities can be extracted from the fit to equation 1. The g-values will not

be equivalent when mixing arises between the states and will depend on the magnitude of

mixing.
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Fitting the intensity data (Fig. 5.2b) for the individual σ+ and σ− polarizations assuming

a spin of 1/2 yields values for the 4% sulfur sample,where the σ+ is composed of g = +1.40

(|+1a >), -1.40 (|+1b >) and σ− is composed of g = -0.76 (|+1a >), +0.24 (|+1b >). The

8% sample gives σ+ values of g = +0.52 (|+ 1a >), -0.64 (|+ 1b >) and σ− is composed of g

= -1.01 (|+1a >), +1.31 (|+1b >). The presence of mixing is most apparent in the larger S

content (Figure 5.2B-2), where a crossing of the intensities occurs at low field (2.0 T), with

the σ+ level exhibiting a nearly sigmoidal shape with field supporting a mixing of | + 1a >

and | + 1b >. State mixing and changes in ∆bd value with increasing S content is a more

likely explanation for the observed crossing of energy levels, rather than phonon population

at low field as has been suggested previously.[85]

If the loss of dark character is to be believed, then the energy plots (Figure 5.4A) for the

CdSSe samples should exhibit a bowing of the trajectory at high field due to state mixing.

The bowing will be more extreme in the higher sulfur content sample presumably due to

higher degree of state mixing. Inspection of Figure 5.4 shows significant bowing at high

field consistent with prediction. Assuming the bowing in the E plot reflects the separation

between the |1 > exciton levels, the value of (∆bd) can be extracted by projecting the value

at zero field (Fig. 3A), assuming a crossing of the states, yielding a value for ∆bd of 3

meV for the 4% CdSSe sample. This value is close to the theoretical ∆bd value in pure

CdSe nanocrystals of 6 meV for 3.0 nm diameter CdSe[85, 89]. As the concentration of S is

increased, the value of ∆bd is convoluted by strong mixing and the inversion of the exciton

levels. This does not allow the energy splitting to be cleanly extracted suggesting these levels

are intimately mixed even at low field.

The two state model generated by loss of dark character in the alloy fits both the intensity

and energy trajectories. To fit the field dependent energy of the photoluminescence, E(H),

a second order perturbation expression for the Zeeman splitting can be used. The second

order Zeeman splitting includes a Landé splitting term, a diamagnetic contribution, and an

el-ph coupling term, where

E(H) = Eo + gµBSH + DH2+

α(Coth[gµBSH/kBT ]− 1/(gµBSH/kBT ))
(5.2)

Eo is the zero Kelvin bandgap, g is the exciton Landé term, S is the exciton spin, H is the

magnetic field, D is the diamagnetic contribution due to electron cyclotron resonance, α is

the electron-phonon (el-ph) coupling constant, and T is the temperature.
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The magnitude for 4 percent S CdSe is 4.2 × 10−7 eV/T2 and 8 percent S CdSe is 4.4 ×
10−7 eV/T2. Although a value for CdSe is not available the value compares to 1.6 × 10−7

eV/T2 of bulk Cu:CdSe[96]

No attempt is made to separate contributions from the different states J=1a, 1b due to the

lack of resolution in the spectral profile. Since the contribution from the J=1a is dominant,

it will reflect a weighted value and therefore we report only the gσ+
and gσ− values without

state deconvolution.

In the low sulfur concentration sample, fitting the energy profiles yields a g-value of 1.2

for the σ− state. The experimentally extracted g-value is consistent with previously reported

average g values for pure NC-CdSe[37, 97]. The g-value for the σ− photoluminescence in 4%

CdSSe is 3.2 providing the strongest evidence of mixing between the | − 1 > and | + 1 >

states at high fields. Mixing of the states depolarizes the | − 1 > state, where one predicts

the g-value for the | − 1 > state should approach the value for the | + 1b > level if mixing

occurs, which has been theoretical predicted to be 4.0, if we assume the J=2 state calculation

still applies[98, 37]. While the assumption is flawed, the asymmetry in g-value supports the

2 state model.

In the 8% CdSSe, the g-value for the |+ 1 > photoluminescence state is 3.5 and for the

| − 1 > state a value of 0.98 is extracted. The inversion of the g-value for the 8% sample is

surprising, but suggests that an inversion of the |1a > and |1b > level must occur resulting in

mixing of the |+1b > with the |−1a > level; and therefore, the unexpected large value of g for

the σ− state. This observations supports the results observed for the intensity data behavior

which indicate a loss of the initial spin value for the lower state, as has been predicted by

Ivinchenko[92] for a symmetry broken system.

If a mixing with the |1b > state occurs, it is expected to also have a dramatic effect on

the polarization of the |1a > state since the spin coherence will be lost due to depopulation

of the | − 1a > by |+ 1b >. A plot of the polarization data is generated by plotting

ρ = I− − I+/I− + I+ (5.3)

(Figure 5.4B). Evidence of loss of polarization is seen for the larger S content, where a ρ

value of 60% for CdSSe (x = 4%) and a ρ value of 17 % for x = 8% is observed. The

dramatic difference in the values for ρ between the two samples is due to changes ordering

of the states. The expected value for ρ in the absence of state mixing (using a bulk value for
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g = 0.6 and 4.2 K) CdSe yields a g value of 54% at 31 T, which is far higher than observed

for the 8% sample. The lowered value is attributed to spin loss due to state mixing.

Integrating over all angles and using eqn 6.3, the polarization data can be fit allowing

the average g-value of σ+ and σ− to be extracted

ρ =

∫ 1

0

I−(cosθ)− I+(cosθ)

I−(cosθ) + I+(cosθ)
dcosθ (5.4)

where the integration covers all angles Θ. Fitting the ρ value provides an average g-value

of 1.74 for the NC-CdSSe samples. The calculated g-value data is large compared to bulk

CdSe values (g = 0.6) and earlier reports on pure NC CdSe, where values of 1.2 and 0.75

have been reported. The larger g-value from the fit to ρ is indicative of state mixing in the

CdSSe alloy samples, as previously suggested.

As the magnitude of the perturbation increases with sulfur incorporation, we also expect

changes in the electron phonon coupling matrix element (α) based on eqn 6.2. In eqn 5.2

the el-ph term (α) is size dependent[99, 100, 86, 101, 102, 77].

α = (
1

ε∞
− 1

ε0

)
e2

2r2
p

1

~ωL

(5.5)

where ε∞ and ε0 are the high and low frequency dielectric constants, e is the charge of an

electron, rp is the polaron radii, and ωL is the LO phonon frequency. A large polaron will

typically exhibit a large α. A large value of α leads to efficient spin relaxation. In the

two samples the average value of α is 0.31 or 4% S and 0.22 for 8%. These values are

consistent with values theoretically predicted for NC-CdSe[99]. From the value of α, the size

of the emissive excitonic polaron can be extracted using eqn. 2. This predicts a diameter

of 3.9 - 4.5 nm for the CdSSe alloy samples which correlates reasonably with the measured

NC diameter by TEM. While the result is not surprising, the observation is important as

it confirms that the photoluminescence arises from a self trapped excitonic polaron of the

size of the nanocrystal rather than a localized emissive state, as described by Klimov, et

al[103, 104, 105, 106].
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CHAPTER 6

CdSSe Temperature Dependent

Magneto-photoluminescence

CdSSe nanocrystals were prepared to study the magneto-optical photoluminescence proper-

ties. The involvement of phonons was observed in the mixing of states to produce a lower

than expected low temperature polarization ratio. The observation of two emitting state

results from the lowering of symmetry due to the sulfur incorporation. A phonon frequency

of 100 cm−1 was found to be involved in the mixing of the emitting state shown by changing

the magnetic field and observing the change in the mixing that occurs as a function of field.

6.1 Introduction

The size excitonic nature of CdSe has been of great interest[107, 108, 109, 69]. The

observation of excitonic fine-structure for CdSe has prompted single molecule experiments

that suggest the interactions between the bright and dark exciton. In an earlier report the

fine-structure of the exciton under line- narrowed photoluminescence exhibited a phonon

progression indicative of electron-phonon coupling playing a role in the relaxation of

CdSe[110, 85]. In addition, Furis et al have observed a temperature dependent spin

polarization under circular polarized light, with loss of spin integrity with increasing

temperature as phonon population allows relaxation between the bright and dark exciton[88].

The equilibrium between the bright and dark exciton states has been in question for many

years[85, 111, 112]. The dynamics of the relaxation has had many explanations including

the observed fast relaxation are influenced by carrier trapping auger, phonon, and tunneling

processes[85, 113, 114]. In this communication we describe the observation of two states in

equilibrium which at low temperatures and under field can be differentiated through the use

of circularly polarized light.
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The subtle change in symmetry from addition of sulfur brings about the ability to analyze

the interaction between the bright and dark exciton. The nature of the relaxation can be

analyzed with the use of impurities to observe the change that occurs when a dopant is

added in small concentrations.

In a semiconductor, a reduction of temperature induces a change in the thermal

population of states, which leads to a differentiation of the states greater than the available

thermal energy. Recently, we observed a Debye temperature of 82 K which results in an

average phonon energy of 7 meV.[78] This is the minimum energy two states can have before

they are thermally scattered and little differentiation is observed between them. This energy

is greater than the thermal energy available making it possible to differentiate the two states.

6.2 Theory

The ability to differentiate the different states and mixing associated is dependent on

the temperature. As the phonon density becomes significant (∼20 K) both states are

indistinguishable due to thermal phonon population. As a result of electron-phonon coupling,

the first two excitons (E1 and E2) can be populated at room temperature, resulting in the

observed temperature dependent photoluminescence. The nature of the el-ph interaction

will be size dependent, as has been suggested by CdSe pressure dependent studies[85, 77].

The temperature dependence of the photoluminescence can be described by invoking the

Huang-Rhys model to account for E1 and E2 coupling, where the observed PL energy is,

E(T ) = E(0) + (E(1)− E(0))

(
kBT

~ω

)3 ∫ ~ω
kBT

0

x3

e−x − 1
− Sα~ω(Coth(

~ω
2kBT

)− 1) (6.1)

where E(0) is the zero-point energy and ω represents the average lattice phonon frequency

for el-ph interaction. In bulk CdSe (wurtzite symmetry), the available optical phonons

for coupling E1 and E2 are 25.9, 14.2, 4.0 meV attributed to the A1, B1, and E2 modes,

respectively[38]. For a nanocrystal, since the electrons are extremely susceptible to changes

in the crystal momentum as a result of the changing surface potential, the K 6=0 phonons

may play a role in the electron phonon interactions involved in the spin-flip transition[115].

In eqn 6.1, E(1) is dominated by the energy of the E2 state, when E1 and E2 are thermally

equilibrated. This is easily explained by considering that the rate of radiative relaxation from

E2 to the ground state is faster due to efficient phonon coupling. If E1 and E2 are strongly
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coupled, then rapid depopulation of the E1 state into E2 will occur when the temperature

is greater than the Debye temperature. At temperatures below the Debye temperature, the

E1 and E2 state population would need to be explicitly defined as independently populated

states.

To account for the contributions of phonons to the equilibration of the E1 and E2, phonon

contributions are added in eqn 6.1 as a probability between the available phonon energy and

the maximum allowed phonon energy[116] resulting in
(

kBT
hω

)3 ∫ hω
kBT

0
x3

e−x−1
. This results in

the ability to differentiate the E1 and the E2 state as a function of temperature or magnetic

field. As T→ 0, the equilibration of the states will not arise due to lack of phonon density in

the system. The equilibration can be followed in the energy spectrum where a blue shift as

the temperature is increased from 4.2 K as the E2 begins to be populated from the available

phonons followed by a red shift arising from the electron-phonon interaction.

Of great interest is the polarization ratio extracted from the intensity ratios between

right and left circular polarized excitation. As a result of the two states contributing to the

photoluminescence the polarization ratio is dependent on the independent contribution to

the bulk polarization. For this we use the polarization of two states and therefore two sets

of polarizations containing the two polarizations. The intensity is integrated over all angles

to produce and average orientation of the magnetic field to the dipole. The intensity follows

I∓(cosθ) = ((1± cosθ)2e
gµBHcosθ

2kBT +

(1∓ cosθ)2e
− gµBHcosθ

2kBT )/(e
gµBHcosθ

2kBT + e
− gµBHcosθ

2kBT )
(6.2)

where the g-value is the the Landé splitting factor, H is the field and θ is the angle of the

magnetic field with respect to the direction of the dipole. The polarization is then equal to

ρ = I− − I+/I− + I+ (6.3)

where the two different polarizations are used. To extract out the different polarizations

from the different states, the equation is as follows where

Ptotal = P1(1− x) + P2(x) (6.4)

where x determines the polarization ratio between the two states.
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6.3 Experimental

The materials are prepared by the lyothermal method used by Magana et al[69, 78] utilizing

[Cd10Se4(SPh)16] in hexadecylamine (HDA). Five nanometer 2% sulfur CdSSe was isolated

as pyridine passivated nanocrystals. For the photoluminescence measurements, optically

transparent thin films were prepared by dissolving the sample in pyridine, adding N-(3-

(trimethoxisilyl)-propyl) EthyleneDiamine, and allowing the sample to condense into a

cross-linked amorphous organosilane glass (10 µm) for 12 hrs at 298 K. The magneto-

photoluminescence (MPL) experiments were performed at the National High Magnetic

Field Laboratory (NHFML-FSU) using an Ar+ ion laser (70 µW @ 458 nm) coupled

through a UV fiber optic into a Janis cryostat (4.2-300 K) which was placed into the

31 T resistive magnet (0 → 30 T) to allow temperature dependent photoluminescence at

different fields to be measured. Circularly polarized excitation was generated using a plastic

polarizer and a quarter wave plate mounted inside the cryostat in front of the sample. The

photoluminescence was collected on a separate fiber coupled to a one-meter monochromator

(600 g/mm) with a Princeton Instruments nitrogen cooled CCD (512 X 1024 pixels).

6.4 Discussion and Conclusion

In figure 6.2 the intensity spectra is analyzed using equation 6.1. With decreasing tem-

perature, the photoluminescence energy shifts to high value as the phonon population

is decreasing. Analysis of the plot shows a decrease in the energy below 20 K. This

suggest the contribution of another state. As the field is increased to 30 T, the observed

photoluminescence is still dominated by the thermalized E1 and E2 exciton states resulting

from thermally driven spin-flip. The temperature dependence of the intensity is expected

due to the reduction of the non-radiative pathways associated with a thermally activated

spin-flip. Each of the polarization is going to contain two components due to a thermally

induced spin-flip.

From the polarization ratios one can fit the g-values for the different excitons. As observed

in table x at 5 T the two states have equal polarizations where as the field is increased the

ratio stops increasing to maximum of 70:30 ratio of state one to two. The g-values also

reflect the change in the magnitude ratios to reflect their contribution. The values are not

far from the expected g of 4[37].
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Figure 6.2: A) 4.2 K Magneto-photoluminescence Intensity difference with respect to the
intensity at zero field. Each plot is the difference at 5.0 T (◦), 10.0 T (¤), 20 T (4), and
30T (¦) for right (open) and left (closed) circularly polarized excitation. B) The polarization
ratio at 5.0 T (◦), 10.0 T (¤), 20 T (4), and 30T (¦).

112



Table 6.1: Polarization fit using a two state model where the g-value of is set to be the same
for each state

Field (T) ratio g1 g2

5 0.50 -1.35 4.25

10 0.65 -3.22 3.96

20 0.70 -4.12 3.76

30 0.70 -3.57 3.57
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The temperature dependent energy spectra was analyzed using eqn 6.1, where E1 and

E2 exciton states can be assigned to E1= 2.1935 eV, and E2= 2.2053 eV coupled by 12

meV phonon contributions. As shown in figure 6.3,the thermalization of the two states is

accompanied by a change in the observed energy for σ− and σ+ consistent with the change

in population of the two states as temperature is decreased. The energy shift tracks the

population equilibrium between the two states, which shifts with increasing applied field.

The difference in the polarization changes more significantly for the σ−, than the σ+ since

the σ+, state is the groundstate, while σ− is the thermally activated state. The difference

between E1 and E2 is ∆bd which is of the order of 6 meV in pure CdSe[85]. The second state

is observed through the spinflip that occurs between states where one can see the disorder

in the Zeeman splitting of this state as a result of the mixing that occurs.

From analysis of the zero kelvin energy as a function of field the Zeeman splitting can

be extracted (Fig. 6.4). Using a first order Zeeman splitting the g-value is calculated to be

9.4 and 6.3 for E1 and E2, respectively. The average phonon frequency (Debye temperature)

from the fit to eqn 6.1 shows an increase from 22 K to 95 K that indicates the available

phonons that populate the E2 states as the field increases. This is consistent with the Debye

temperature of the nanocrystals measured by heat capacity is 84 K[78].

The use of temperature dependence to separate emissive states allows one to determine

the range of energy necessary to couple the two states. Using a magnetic field we can

distinctively determine the effect of the Zeeman splitting on the population distribution.

The phonons involved appears to be linear with magnetic field indicating the strength of the

electron phonon coupling. As a function of magnetic field the localization of the exciton is

observed in the increase of the electron phonon coupling. The coupling constant for both

polarizations follow the same pattern starting with a zero field coupling constant of 0.1 to

1 at 30 T indicating the localization of the exciton photoluminescence. From the electron-

phonon one can calculate the polaron size. The relation follows

α = (
1

ε∞
− 1

ε0

)
e2

2r2
p

1

~ωL

(6.5)

where e is the electron Coulomb potential, ε∞ and ε0 are the high and low frequency dielectric

constants, ωL is the Debye frequency, and rp is the polaron radii. Using heat capacity

measured 84 K Debye temperature, the polaron radius from 2.7 nm to 0.9 at 30 T.
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The surprising result is that the size of the polaron is the size of the particle and by the

time it gets to 30 Tesla the size has reduced to a 2 nm diameter.

The temperature dependent magneto-photoluminescence allows determination of ∆bd by

extracting the thermal contribution to the mixing of the states. The localization of the

exciton as a function magnetic field is not surprising because of the doping of sulfur is

expected to induce localization of the exciton.
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